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Abstract

Asciationrules are a ¢assof important regularities in databases. They are foundto be very
useful in pradica applicaions. However, association rule mining algorithms tend to produce
a huge number of rules, most of which are of nointerest to the user. Due to the large number
of rules, it is very difficult for the user to analyze them manually in order to identify those
truly interesting ones. In this paper, we propose anew approach to assst the user in finding
interesting rules (in particular, unexpeded rules) from a set of discovered asociation rules.
Thistednique is charaderized by analyzing the discovered association rules using the user’s
existing knowledge @ou the domain and then ranking the discovered rules acwrding to
various interestingness criteria, e.g., conformity and various types of unexpededness This
technigue has been implemented and successully used in a number of applications.

Keywor ds: subjedive interestingness association rules, interestingnessanalysisin data mining.

1. Introduction

The interestingnessisaie has long been identified as an important problem in data mining. It refersto
finding rules that are interesting/useful to the user, na just any possble rule [e.g., 1, 11, 12, 21, 23,
24, 27, 30. The reason for its importance is that, in pradice, it is all too easy for a data mining
algorithm to discover a glut of rules, and most of these rules are of nointerest to the user [11, 12, 21,
27, 3Q. This is particularly true for association rule mining [e.g., 2, 3, 7, 1416, 2§, which dften
produwces a huge number of rules. The huge number of rules makes manual inspedion d the rules
very difficult. Automated assstanceis needed. This paper presents an interestingnessanalysis g/stem
(1IAS) to help the user identify interesting asociation rules.

1.1 Ruleinterestingness measures

Past research in data mining has $iown that the interestingness of a rule can be measured using
objedive measures and subjedive measures [e.g., 27, 1]. Objedive measures involve analyzing the
rule's gructure, predictive performance, and statisticd significance [e.g., 27, 21,17, 14, 2, B In
asociation rule mining, such measures include support and confidence [2, 28, 3. However, it isnoted
in [21] that objedive measures are insufficient for determining the interestingness of a discovered



rule. Subjedive measures are neaded. Subjedive interestingenssis the topic of this paper. Two main
subjedive interestingnessmeasures are: unexpededness[11, 27 and adionability [21, 27.
*  Unexpectedness: Rules are interesting if they are unknown to the user or contradict the user’s
existing knowledge (or expedations).
» Actionability: Rules are interesting if the user can dosomething with them to his’/her advantage.
Although bah urexpededness and adionability are important, adionability is the key concept in
most applicdions becaise adionable rules allow the user to do his/her job ketter by taking some
spedfic adions in resporse to the discovered knowledge [21, 27. Actionability is, however, an
elusive mncept because it is not feasible to know the spaceof all rules and the adionsto be dtached
to them [27]. Fortunately, the two measures are not mutually exclusive. Interesting rules can be
classfied into three caegories: (1) rules that are both urexpeded and adionable; (2) rules that are
unexpeded bu not adionable; and (3) rules that are adionable but expeded.

In this reseach, we only focus on urexpededness Actionability is partially handed through
unexpededness because adionable rules are ather expeded o unexpeded. Thus, the proposed
techniqgue dms to find expeded and urexpeded association rules. Expeded rules are dso cdled
conforming rules as they conform to the user’s existing knowledge or expedations.

1.2 Generalized association rules

Before discussng our proposed technique, let us first introduce the concept of aswociation rules, in
particular, generalized association rules [28]. The generali zed association rule model is more genera
than the original association rule model givenin [2].

The (generalized) asociation rule mining is defined as follows: Let | = {i4, ..., iy} be aset of
items. Let G be adireded agyclic graph onthe items. An edge in G represents an is-a relationship.
Then, G is a set of taxonomies. A taxonamy example is diown in Figure 1. Let T be aset of
transadions, where eat transadiontisaset of items suchthat t U I. A (generalized) association rule
isan implicaion o theform X - Y,where X1, YOI, andX n Y=[. Therule X - Y hddsin the
transadion set T with confidence c if c% of transadionsin T that suppat X aso suppat Y. The rule
has suppat sin T if s% of the transadionsin T contains X (1 Y.

Foodtem

l \Mea

Fruit Dairy_product

AN

grape pea apple milk cheese butter bed pork chicken

Figure 1. An example taxonamy

For example, an asciation rule wuld be:
grape — apple [suppat = 10%, confidence = 60%],
which says that 10% of people buy grape and apple together, and 63% of the people who bwy grape
also buwy apple. This rule only involves items at the bottom level of the taxonamy. We can aso have
rulesthat involve items of more than ore level. For example,



Fruit — Dairy_product [suppat = 2%, confidence= 67%0]
Fruit, milk -~ Meda [suppat = 3%, confidence= 65%]

1.3  Summary of the proposed technique

The basic ideaof our technique is as foll ows. The system first asks the user to spedfy hig’her existing

knowledge, e.g., beliefs or concepts, abou the domain. It then analyzes the discovered rules to

identify those potentially interesting ones (e.g., urexpeded rules). The proposed technique is an

interadive and iterative post-processng technique (seeSedion 3. It consists of three @mporents:

1. A specification language: it all ows the user to spedfy his/her various types of existing knowledge.

2. An interestngness analysis system: it analyzes the discovered association rules using the user's
spedficaions, and through such analysis, to identifiy: conforming rules, unexpected consequent
rules, unexpected condition rules and both-side unexpected rules.

3. Avisualization system: it enables the user to visualy deted interesting rules easily.

The proposed technique has been implemented and successully applied to a number of applications.
The systemiscdled IAS. It can be downloaded from: http://www.comp.nus.edu.sg/~dm2.

The paper is organized as follows: In the next sedion, we discuss the related work. Sedion 3
presents the propcsed technique. Sedion 4 describes the visualization system using an example.
Sedion 5evaluates the proposed technique. Sedion 6concludes the paper.

2 Related Work

Existing reseach in rule interestingness focuses on either objedive interestingness or subjedive
interestingness Objedive interestingnessanalyzes rules' structure, predictive performance, statisticd
significance, etc [e.g., 2, 3, 14, 1618, 22, 25, 31, J20bjedive interestingnesswill not be discussed
further, asiit is nat the focus of this paper. This paper studies subjedive interestingness We aame
that objedive interestingness analysis [14, 3, 32 has been performed to remove those redunchnt
and/or insignificant rules.

Most existing approadies to finding subjedively interesting asciation rules ask the user to
explicitly speafy what types of rules are interesting and urinteresting. The system then generates or
retrieves those matching rules. [10] propcses a template-based approach. In this approad, the user
spedfiesinteresting and urinteresting association rules using templates. A template describes a set of
rulesin terms of items occurred in the condtional and the consequent parts. The system then retrieves
the matching rules from the set of discovered rules.

[29] propases an association rule mining algorithm that can take item constraints gedfied by the
user in the rule mining process ® that only those rules that satisfy the mnstraints are generated. [20]
extends this approach further to allow much more sophisticated constraints to be spedfied by the user.
It also uses the onstraints to opimize the asociation rule mining process The idea of using
constraints in the rule mining processisimportant as it avoids generating irrelevant rules.

Along the similar line, there ae dso a number of works based on dita mining queries. For



example, M-SQL in [8], DMQL in [7], and Metaqueries in [26]. A data mining query basicdly

defines a set of rules of a cetain type (or constraints on the rule to be found. To “exeaute” a query

meansto find al rulesthat satisfy the query.

All the &ove methods view the processof finding subjedively interesting rules as a query-based
process, athowgh the queries may be considered duing rule generation a after al rules have been
discovered. Query-based methods have the foll owing problems.

1. It is hard to find the truly unexpeded rules. They can orly find those anticipated rules becaise
queries can only be derived from the user’ s existing knowledge space Y et, many rules that do nd
satisfy the user’s queries may also be of interest. It isjust that the user has never thouwght of them
(they are unexpeded o novel) or has forgotten about them.

2. The user often does not know or is unable to spedfy completely what interest him/her. He/she
neals to be stimulated o reminded. Query-based approaches do nd adively perform this task
because they only return those rules that satisfy the queries.

Our proposed technique not only identifies thase conforming rules as query-based methods, bu also

provides three types of unexpeded rules. Thus, the user is exposed to more passhle interesting

aspeds of the discovered rules rather than oy focusing on hig’her current interests (which he/she
may not be sure). If the unexpeded rules are nat truly unexpeded, they serve to remind the user what
he/she has forgotten. IAS s visuali zation system also helps the user explore interesting rules easily.

In [11, 13, we reported two techniques for anayzing the subjedive interestingness of
clasgficaion rules. However, those techniques canna be gplied to analyzing asciation rules.
Asciation rules require a different spedficaion language and dfferent ways of analyzing and
ranking the rules.

[23, 24 proposes amethod d discovering unexpeded patterns that takes into consideration a set
of expedations or beliefs abou the problem domain. The method dscovers unexpeded petterns using
these expedations to seal the seach for patterns in data that contradict the beliefs. However, this
methodisin general not as efficient and flexible a our post-analysis method unessthe user is able to
spedfy higher beliefs or expedations abou the domain completely beforehand, which is very
difficult, if not impossble [4, §. Typicdly, user interadion with the system is needed in order for
him/her to provide amore mmplete set of expedations and to find more interesting rules. Our post-
analysis method fadlit ates user-interadion because of its efficiency. The gproad given in [23, 24
also does not handle user’s rough o vague fedings, bu only predse knowledge (see Sedion 3.).
User’s vague fedings are important for identifying interesting rules becaise in ou applicaions we
found that the user is more likely to have such forms of knowledge than predse knowledge. The
definiti ons of vague fedings and redse knowledge will be givenin Sedion 3.1.

The system WizWhy [31] also has amethodto produce unexpeded rules. Its method, however, is
based on obedive interestingness as its analysis does not depend on individual users. It first
computes the expeded probability of arule assuming independence of ead of its condtions. It then
compares this expeded probabilit y with the rule’ s adual probability to compute its unexpededness



[27] proposes to use belief systems to describe unexpededness A number of formal approades
to the belief systems are presented, e.g., Bayesian probability and Dempster-Shafer theory. These
approades require the user to provide complex belief information, such as condtional probabiliti es,
which are difficult to oltain in pradice

There ae dso existing techniques that work in the mntexts of spedfic domains. For example,
[2]] studies the isaue of finding interesting deviations in a hedth care gplicaion. Its data mining
system, KEFIR, analyzes hedth care information to urcover “key findings’. A domain expert system
is constructed to evaluate the interestingness (in this case, adionability) of the “key findings’. The
approadh is, hawever, application spedfic. It also daes not ded with association rules. Our methodis
general. It does not make any domain-spedfic assumptions.

3. IAS: Interestingness Analysis System

We now present IAS. Basicdly, IASis an interadive anditerative technigue. In ead iteration, it first
asks the user to spedfy hisher existing knowledge aou the domain. It then uses this knowledge to
analyze the discovered rules acmrding to some interestingness criteria, conformity and various types
of unexpededness and through such analysis to identify thase potentiall y interesting rules. The IAS
system works as foll ows:

Repeat until the user deddesto stop

1 theuser spedfies ome existing knowledge or modifies the knowledge spedfied previoudly;

2 the system analyzes the discovered rules acarding to their conformity and urexpededness

3 the user inspeds the analysis results through the visuali zation system, saves the interesting
rules, and removes thase unwanted rules.

3.1. The specification language

IAS has a simple spedfication language to enable the user to expresshis/her existing knowledge. This
language focuses on representing the user’ s existing knowledge éou asociative relations onitemsin
the database. The basic syntax of the language takes the same format as association rules. It is
intuitive and simple, which isimportant for pradica applicaions.

The language dlows three types of spedfications. Eadh represents knowledge of a different
degreeof predseness They are:

e general impressions,

» reasonably precise concepts, and

* precise knowledge.

The first two types of knowledge represent the user’s vague fedings. The last type represents
his/her predse knowledge. This division is important because human knowledge has granularities. It
is common that some aspeds of our knowledge adou a domain are quite vague, whil e other aspeds
are very predse. For example, we may have avague feding or impresson that some Meat items and
Fruit items shoud be awciated, bu have no idea what items are involved and howv they are



asciated. However, we may know predsely from past experiences or a previous data mining sesson
that buying bread implies buying milk with a suppat of around 184 and confidence of around 70%.

It is crucial to alow different types of knowledge to be spedfied. This not only determines how
we can make use of the knowledge, bu also whether we can make use of all possble knowledge from
the user. For example, if a system can only handle predse knowledge, then the user who daes not
have predse knowledge but has only vague impressons canna useiit.

The proposed spedfication language dso make use of the ideaof classhierarchy (or taxonamy),
which is the same & the one used in generalized asciation rules [28]. We represent the hierarchy in
Figure 1 asfoll ows:

{grape, pea, apple} U Fruit O Foodtem
{milk, cheese, buter} [0 Dairy_product [0 Foodtem
{bed, pak, chicken} O Mea [ Foodtem

Fruit, Dairy_product, Mea and Fooditems are dasses (or class names). grape, pea, apple, milk,
cheese, bed, pak, chicken, #ruit, #Dairy_product, #Med and #oodtems are items. Note that in
generali zed asociation rules, classnames can also be treaed as items, in which case, we gpenda “#’
in front of a dassname. Note dso that in the propased language, a dasshierarchy does not neal to be
constructed beforehand, bu can be aeaed onthe fly when needed.

We now discussthe threetypes of knowledge that the user may inpu. The next sub-sedion shows
how these types of knowledge ae used in finding conforming and urexpeded rules.

General Impression (Gl): It represents the user’s vague feding that there shoud be some
asciations among some dases of items, but he/she is nat sure how they are asociated. This can
be expressed with:

0i(<S, ...,S»>) [support, confidence]
where (1) Ead Sisone of thefollowing: anitem, a dass or an expresson C+ or C*, where C
isa dass C+ and C* correspondto ore or more, and zero or more instances of the
classC, respedively.

(2) A discoveredrule ay, ...,a, - by, ..., b, conformsto the Gl if <ay, ..., a,, by,..., b
can be mnsidered to be an instance of <S5, ..., Sy, otherwise it is unexpected with
resped to the Gl.

(3 This impresson adually represents a digunctive propcsitional formula. Eacd
digunct isan implication. For example, “gi(<a, {b, c}+>)" can be expanded into the
following (notethat {b, c} istreded asa mnstructed classwithou a name):

(@-bO(@->c0b-allc-al

((@db) - ¢ O((aldc) - b O ((bOc) - a O

(a- (bOc)O(Mm - (allc) O(c - (alby)
A discovered asociation rule conforms to the impresson if the rule is one of the
disuncts. We can seethat the formulais much more cmplex than the GI.



(4) Support and confidence are optional. The user can spedfy the minimum support and
the minimum confidence of the rules that he/she wantsto see

Example: The user believes that there exist some asociations among { milk, cheese}, Fruit items, and
bed (asaume we use the dasshierarchy in Figure 1). He/she spedfiesthis as:
gi(<{milk, cheese}*, Fruit+, bee>)
{milk, cheese} here represents a dass constructed on the fly unlike Fruit. The following are
examples of asociation rules that conform to the speaficaion:
apple - bed
grape, pea, bed — milk
The foll owing two rules are unexpeded with resped to this pedfication:
(1) milk - bed
(2) milk, cheese, pea — clothes
(1) is unexpeded because Fruit+ is not satisfied. (2) is unexpeded because bed is nat present in
therule, and clothes is not from any of the dements of the Gl spedficaion.

Reasonably Precise Concept (RPC): It represents the user’s concept that there shoud be some
asciations among some dasss of items, and he/she dso knows the diredion d the associations.
This can be expressed with:

rpe(<Sy ..., Sn - Vi, ..., Vg>) [support, confidence]
where (1) S orVisthesame & S inthe Gl spedfication.
(2) A discovered rule, &, ..., a, - by, ..., by, conforms to the RPC, if the rule can be
considered to be an instance of the RPC, otherwise it is unexpected with resped to
the RPC.

(3) Similar to aGl, an RPC also represents a complex disjunctive propasitional formula.

(4) Support and confidence are ayain ogional.

Example 2: Suppase the user beli eves the foll owing:
rpc(<Med, Med, #Dairy_product — {grape, apple} +>)
Note that #Dairy_product here refers to an item, na a dass The following are examples of
asciation rules that conform to the spedfication:
bed, pak, Dairy_product — grape
bed, chicken, Dairy_product — grape, apple
The foll owing association rules are unexpeded with resped to the spedfication:
(1) pork, Dairy_product — grape
(2) bed, pak - grape
(3) bed, pak - milk
(1) is unexpeded because it has only one Mea item, bu two Med items are nealed as we have
two Med’sin the spedficaion. (2) is unexpeded becaise Dairy_product is not in the condtional



part of therule. (3) isunexpeded because Dairy_product is not in the condtional part of the rule,
and milk isnot in the consequent of the RPC spedfication.

Precise knowledge (PK): The user believesin apredse assciation. Thisis expressed with:
pk(<Sy, ...,Sn - Vi, ..., Vg>) [support, confidence]
where (1) Eadh S orV,isanitem.

(2) A discoveredrule, ay, ...,a, —» by, ..., be [sup, confid], isequal to the PK, if therule
part isthe same & S, ..., Sn—~ Vi, ..., Vg. Whether it conforms to the PK or is
unexpected depends on the suppat and confidence spedficaions.

(3) Support and confidence nead to be spedfied (nat optional).

Example 3: Suppase the user beli eves the foll owing:
pk(<#Med, milk - apple>) [10%, 30%]

The discovered rule below conforms to the PK quite well because the suppats and confidences of
therule and the PK are guite dose.

Meda, milk — apple[8%, 33%]
However, if the discovered rule is the foll owing:

Meda, milk — apple[1%, 10%)]
then it is less conforming, bu more unexpeded, becaise its suppat and confidence ae quite
different from those of the PK.

3.2. Analyzing discovered rules using the user’s existing knowledge

After the existing knowledge of the user is gedfied, the system uses it to analyze the discovered
rules. For Gls and RPCs, we perform syntax-based analysis, i.e., comparing the syntadic structure of
the discovered rules with Gls and RPCs. It does not make sense to do semantics-based analysis
because the user does not have awy predse asciations in mind. Using PKs, we can perform
semantics-based analysis, i.e,, to perform suppat and confidence @mparisons of the user’'s
spedficaions against the discovered rules that are equal to the spedfications. This processis quite
straightforward and will not be discussed here. See[15] for details.

Let U be the set of user's edfications representing hisher knowledge space A be the set of
discovered asociation rules. The proposed technique “matches’ and ranks the rulesin A in a number
of ways for finding different types of interesting rules, conforming rules, unexpected consequent
rules, unexpected condition rules and both-side unexpected rules. Below, we define them intuitively
and explain the purposes they serve. The computation detail swill foll ow.

Conforming rules: A discovered rule Ai O A conformsto a pieceof user’s knowledge U; O U if both
the aondtional and consequent parts of A; match those of U; O U well. We use confm; to denote
the degreeof conforming match.

Purpose: ranking of conforming rules shows us those rules that conform to or are @nsistent with
our existing knowledge fully or partially.



Unexpected consequent rules: A discovered rule A; [0 A has unexpeded consequents with resped to
aVU; O U if the condtional part of Ai matches that of U; well, bu not the consequent part. We
use unexpConseg;; to denate the degreeof unexpected consequent match.

Purpose: ranking of unexpeded consequent rules ows us thaose discovered rules that are wntrary
to ou existing knowledge (fully or partially). These rules are often very interesting.

Unexpected condition rules: A discovered rule A; [ A has unexpeded condtions with resped to a U;
O U if the consequent part of A matches that of U; well, but nat the condtional part. We use
unexpCond; to denote the degreeof unexpected condition match.

Purpose: ranking of unexpeded condtion rules shows us that there ae other condtions which can
lead to the consequent of our spedfied knowledge. We ae thus guided to explore the unfamili ar
territories, i.e., aher aswociations that are related to our existing knowledge.

Both-side unexpected rules: A discovered rule Ay O A is bath-side unexpeded with resped to a U; [
U if both the condtional and consequent parts of the rule Ai do nd match those of U; well. We
use bsUnexp; to denote the degreeof both-side unexpected match.

Purpose: ranking of both-side unexpeded rules reminds us that there ae other rules whose
condti ons and consequents have never been mentioned in ou spedficaion(s). It helps usto go
beyond ou existing concept space

The values for confmy, unexpConseg;;, unexpCond;, and bsUnexp; are between Oand 1. 1represents a

complete match, either a complete mnforming or a wmplete unexpedednessmatch, and Orepresents

no match. Let L; and R; be the degrees of condtion and consequent match of rule A against U;

respedively. confmy;, unexpConseg;;, unexpCond;;, and bsUnexp;; are computed as foll ows:

Confmj = Lij * Rij;

UnexpConseq; = o o0 Li-Rij<0
! ELU -Rj Li-R;j>0

0 Ri-Lij<O
unexpCond; = [ ;
Ri - Li Ri-Li>0

bsUnexp; = 1- max(confmy, unexpConseg;, unexpCond;);

Note that we use L — R; to compute the unexpeded consequent match degreebecause we wish to
rank those rules with high L but low R; higher. Similar idea gplies to unexpectCond;. The formula
for bsUnexp; is basicdly to make sure that those rules with high values in any other three caegories
shoud have lower values here, and viceversa.

We now show how to compute Lj; and R;; for Gl and RPS spedficaions. Let | = {iy, ...,is} bethe
set of items in the database. Let LN; and RN; be the total numbers of items in the condtional and
consequent parts of A respedively. Let the discovered rule A; be

Aty .., @y > by, ., by



1. Ujisageneral impression (Gl):
gi(<Sy ..., S»)

Let SN, be the total number of elements in the GI, where a dasswith a “*”, i.e., C*, is not
courted. Let LM;; and RM;; be the numbers of items in the condtional and consequent parts of A
that match {S,, ..., Sy} respedively. Let SVI; be the number of elementsin {S,, ..., Sy} that have
been matched by A (again, matching with a C* isnat courted).

We define that an item a, O {ay, ..., a,} matches §, U {S,, ..., Sy} (the same gplies to b,
O{ by, ..., b} and §;match) as foll ows:

(i) if§0Olanda,=§;, or

(i) if §isadassC, and orly exadly one a, ] C (or exadly one a, is an instance of C), or

(iii) if SisC+or C*, anda, ] C.
L;j and R; are computed as foll ows:

if LMi _ RMi then
LNi RN

Note that if SN, = 0then SMi _ .
N;
2. Ujisareasonably precise concept (RPC):
rpe(<S, ..., Sn - Vi, ..., Vg).

Let LSN; and RVN; be the total numbers of elementsin the condtional and consequent parts of the
RPC respedively, where a ¢ass with a *, e.g., C*, is not courted. Let LM;; and RM;; be the
numbers of items in the mndtional and consequent parts of A that match {S,, ..., S} and { V4,
..., Vg} respedively. Let LSM;; and RVM;; be the numbers of elementsin{S,, ..., S} and{Vi, ...,
Vg} that have been matched by the condtional and consequent parts of A respedively (matching
with C* isnot courted).

The meaning of matching isthe same & above for the Gl, except that here the condtional and
the cnsequent parts of A are wnsidered separately with resped to{S,, ..., Si} and{Vy, ..., Vg}.

L and R; are oomputed as foll ows:

10



Ri-:min—“,— ;
j (R_ )

Note that if LSN; = 0 (or RVN; = 0) then LM _ 1 (or R _ 1).
LSN;j RVN;

After confm;, unexpConseq;, unexpCond;, and bsUnexp; have been computed, we rank the

discovered rules using these values.

Ranking the rules with respect to each individual U; O U: For ead U; O U, we simply use the
confmy, unexpConseg;;, unexpCond; and bsUnexp;; values to sort the discovered rulesin Ain a
descending order to oltain the four rankings. In ead ranking, those rules that do nd satisfy the
suppat and confidence requirements of U; are removed.

Ranking the rules with respect to the whole set of specifications U: Formulas for these rankings
are dso designed and implemented. However, in ou applicaions, we find that it is lesseffedive
to use these rankings because dl the conforming rules or unexpeded rules with resped to all the
spedficaions in U are lumped together, thus making them hard to understand. Ranking with
resped to individual spedficaionis more dfedive and easy to understand. However, ranking of
the discovered rules in A with resped to the whole set U is useful for finding rules whose
condtional and consequent parts are both urexpeaed, namely, both-side unexpected rules.

Both-side unexpected: Both the mndtional and consequent parts of the rule Ay O A are
unexpeded with resped to the set U. The match value BsUnexp; of A is computed with:

BsUnexp; = 1- max(Cfm, UCond;, UConseq;),

where Cfm = max(confmy, confmy, ..., confmyy)),
UConseq; = max(unexpConseg;;, unexpConseg,, ..., unexpConsegy),
UCond; = max(unexpCondi;, unexpCondy, ..., unexpCondy).
Clealy, 0 < BsUnexp; < 1. This formula ensures that those rules that have been ranked high in
other rankings will not be ranked high here.

Time complexity: Assume the maximal number of items in a discovered rule is N; the number of
existing concept spedficaions is |U|, and the number of discovered rules is |A|. Computing LM;
and RM;; can be dore in O(N). Withou considering the final ranking which is a sorting process
the runtime complexity of the dgorithm is O(N|U||A]). Since N is gnall (at most 6 in ou
applicdions) and |U| is also small (most of the time we only use eat individual spedficationfor
analysis), the mmputationis very efficient.

4. TheVisualization System of IAS

After the discovered rules have been analyzed, IAS displays diff erent types of potentially interesting
rules to the user. The key here is to show the esential aspeds of the rules duch that it can take
advantage of the human visual cgpabiliti es to enable the user to identify the truly interesting rules
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easily and guckly. Let us discusswhat are the essential aspeds:

1. Types of patentialy interesting rules: Different types of interesting rules $xoud be separated
becaise they give the user diff erent kinds of interesting knowledge.

2. Degress of interestingness (“match” values): Rules shoud be grouped acarding to their degrees
of interestingness This enables the user to focus hig’her attention onthe most unexpeded (or
conforming) rules first and to dedde whether to view those rules with lower degrees of
interestingness

3. Interesting items. Showing the interesting items in a rule is more important than the whale rule.
Thisis perhaps the most crucial dedsion that we have made. In ou applicaions, we findthat it is
those unexpeded items that are most important to the user because due to 1 above, the user
aready knows what kind d interesting rules he/she is looking. For example, when the user is
looking at unexpeded consequent rules, it is natural that the first thing he/she wants to know is
what are the unexpeded itemsin the consequent parts. Even if we show the whole set of rules, the
user still neadsto look for the unexpeded itemsin the rules.

The main screen o the visualization system contains all the @ove information. Below, we use an

example to ill ustrate the visuali zation system.

4.1. Anexample

Our example uses a RPC spedfication. The rulesin the example ae asmall subset of rules (857 rules)
discovered in an exam results database. This applicaiontriesto discover the aciations between the
exam results of a set of 7 spedalized courses (cdled GA courses) and the exam results of a set of 7
basic courses (cdled GB courses). A course together with an exam result form an item, e.g., GA6-1,
where GAG6 isthe murse de and“1” represents a poa exam grade (“2” represents an average grade
and“3” a goodgrade). The discovered rules and our existing concept spedfication are listed below.

» Discovered association rules: The rules below have only GA course grades on |eft-hand-side and
GB course grades onright-hand-side (we omit their suppat and confidence).

R1: GAl-3 - GB2-3 R7: GA4-1 - GB7-2
R2: GA4-3 - GB4-3 R8: GA6-2 —~ GB7-2
R3: GA2-3 - GB2-3 RO: GA5-1, GA2-2 - GB2-2
R4: GA2-3 - GB5-1 R10:  GA5-2,GAl1-2 - GB3-2
R5: GA6-1 - GB1-3 R11:  GAG6-1,GA3-3 - GB6-3
R6: GA4-2 - GB3-3 R12  GA7-2,GA3-3 - GB4-3

e Our existing concept spedficaion: Assume we have the common belief that students good in
some GA courses are likely to be goodin some GB courses. This can be expressed as a RPC:

Specl: rpc(GA-good+ — GB-good)

where the dasses, GA-goodand GB-good, are defined as foll ows:
GA-good[] { GA1-3, GA2-3, GA3-3, GA4-3, GA5-3, GA6-3, GA7-3}
GB-good O { GB1-3, GB2-3, GB3-3, GB4-3, GB5-3, GB6-3, GB7-3}
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42. Viewingtheresults

After running the system with the @bove RPC spedficaion, we obtain the screen in Figure 2 (the main
screen). We see ‘RPC” in the midde. To the bottom of “RPC", we have the conforming rules
visualization unit. To the left of “RPC”, we have the unexpected condition rules visualization unit. To
the right, we have the unexpected consequent rules visualization unit. To the top, we have both-side

unexpected rules visualization unit. Below, we will discussthese unitsin turn with the example.

2 DMII - AIAS_VC

File Edit Option

Help

O S|&| [paprojectiiece.nar

[rpei<GA-good->GB-good>)(..0) BRI

Fieady

[T moM

sart|| @ &€ R I L | opaiss v - .| Binbor-Mic. | #ivs-00s or. [[omir A |EBaA MOV DD PHE  2serm

Figure 2. RPC main visuali zation screen

Conforming rules visualization unit: Clicking on Conform, we will seethe complete amnforming rules

ranking in a pop-up window.

Rank 1:
Rank 1:
Rank 1:
Rank 2:
Rank 2:

1.00
1.00
1.00
0.50
0.50

R1
R2
R3
R11
R12

GA1-3 - GB2-3
GA4-3 - GB4-3
GA2-3 - GB2-3
GAG6-1, GA3-3 - GB6-3
GAT7-2,GA3-3 - GB4-3

The number (e.g., 1.00and 0.50Q after ead rank number is the conforming match value, confm.

The first threerules conform to ou belief completely. The last two orly conform to ou belief

partially since GA6-1 and GA7-2 are unexpeded. This list of rules can be long in an application.

The following medhanisms help the user focus higher attention, i.e., enabling him/her to view

ruleswith different degrees of interestingness(*“match” values) and to view the interesting items.

* On bah sides of Conform we can see 4 pairs of boxes, which represent sets of rules with
different conforming match values. If a pair of boxes is colored, it means that there ae rules
there, atherwise there is no rule. The line cnreding “RPC” and a pair of colored boxes also
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indicates that there ae rules under them. The number of rulesis shown onthe line. Clicking on
the box with a value will give dl the rules with the correspondng match value and above. For
example, clicking on 0.50shows the rules with 0.50< confm; < 0.75.Below ead colored box
with avalue, we have two small windows. The one onthe top hes al the rules’ condtion items
from our RPC spedfication, and the one & the bottom has all the mnsequent items. Clicking on
ead item gives us the rules that use thisitem as a cnditionitem (or a consequent item).

» Clicking on the mlored boxwithou a value (below the valued boX brings us to a new screen
(not shown here). From this sreen, the user sees all the itemsin dfferent classes involved, and
also conforming and urexpeded items.

Unexpected condition rules visualization unit: The boxes here have similar meanings as the ones for
conforming rules. From Figure 2, we seethat there ae 4 urexpeded condtionrules. Two have the
unexpeded match value of 1.00and two have 0.50.The window (on the far |eft) conneded to the
box with a match value gives al the unexpeaed condtionitems. Clicking on ead item reveds the
relevant rules. Similarly, clicking on the wlored box rext to the one with a value shows baoth the
unexpeded condtionitems and the items used in the mnsequent part of the rules. To oktain all the
rulesin the category, we can click Unexpected Condition.

Rank ' 1.00 R5 GA6-1 - GB1-3
Rank ' 1.00 R6 GA4-2 - GB3-3
Rank2: 050 R11 GA6-1, GA3-3 - GB6-3
Rank2 0.50 R12 GAT7-2,GAS-3 - GB4-3

1.00and 0.50are the unexpCond;; values. Here, we see something quite unexpeded. For example,
many students with bad grades in GA6 adually have goodgradesin GB1.

Unexpected consequent rules visualization unit: This is also similar to the @nforming rules
visuali zation urit. From Figure 2, we seethat thereis only one unexpeded consequent rule and the
unexpeded consequent match value is 1.00.Clicking on the wlored boxwith 1.00,we will obtain
the unexpeded consequent rule:

Rank 1 1.00 R4 GA2-3 - GB5-1
This rule is very interesting because it contradicts our belief. Many students with good grades in
GA2 adualy have bad gradesin GB5.

Both-side unexpected rules visualization unit: We only have two urexpeded match value boxes here,
i.e., 1.00and 0.50.Due to the formulas in Sedion 3.2,rules with bsUnexp;; < 1.00can adually all
be seen from other visualization urits. The unexpeded items can be obtained by clicking on the
box above the one with a value. All the ranked rules can be obtained by clicking Both Sides

Unexpected.
Rank . 1.00 R7 GA4-1 - GB7-2
Rank1l: 1.00 R8 GA6-2 - GB7-2
Rank 1 1.00 R9 GA5-1, GA2-2 -, GB2-2
Rank 1  1.00 R10 GA5-2,GAl1-2 -, GB3-2
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Rank 2 0.50 R11 GAG6-1, GA3-3 - GB6-3
Rank 2 0.50 R12 GAT7-2,GA3-3 - GB4-3
From this ranking, we dso see something quite interesting, i.e., average grades leal to average
grades and bed grades lead to average grades. Some of these rules are common sense, e.g., average
to average rules (R8 and R10), bu we did na spedfy them as our existing knowledge (if “average
to average” had been spedfied as our knowledge ealier, these rules would na have gppeaed here
becaise they would have been removed). This dows the alvantage of our technique, i.e., it can
remind us what we have forgotten if the rules are not truly unexpected.
The visuali zation system also all ows the user to incrementally save interesting rules and to remove
unwanted rules. Whenever arule is removed o saved (also removed from the origina set of rules),
therelated pictures and windows are updated.

5. Evaluation

The IAS system is implemented in Visual C++. Our association rule mining system is based onthe
generali zed asociation rule mining algorithm in [28]. Those redundant and/or insignificant rules are
removed using the pruning techniquein [14] (objedive interestingnessanalysis).

Since there is no existing technique that is able to perform our task, we muld nd cary out a
comparison. Most existing methods [10, 7, 8,18, 20, 29 only produce @nforming rules but not
unexpeded rules. Although the system described in [23, 24 produces unexpeded association rules, it
isnat an interadive post-analysis g/stem, and it does not hande RPC and Gl spedficaions.

Asthe propaosed technique deds with subjedive interestingness it is difficult to have an ojedive
measure of its performance We have caried ou a number of experiments involving our users (2) and
students (6) to chedk whether the rankings do reflea people’ s intuitions of subjedive interestingness
in particular, urexpededness

In the experiments, we used 3 application datasets, and ead subjed is asked to spedfy 10 pgeces
of existing knowledge for ead dataset and to view the ranking results. In the process we foundthat
some subjeds do accasionally disagreewith the relative ranking. For example, a subjed may believe
that a particular rule shoud be ranked above its neighbar. There were 5 such cases. However, this
(i.e., dightly different relative ranking) is not a problem. We do exped such minor disagreements
because we ae deding with a subjedive isaue here. The important thing is that everyone agrees that
the technique is able to bring thase interesting rulesto the top d thelist.

Our system has been succesully used in three red-life gplicaions in Singapore, ore
educational application, oreinsurance gplicaionand ore medicd applicaion. Dueto confidentiality
agreements, we could na give detail s of these gplicaions. In the gplications, the smallest rule set
has 770rules. Most of them have one to two thousand rules. When our users first saw alarge number
of rules, they were overwhelmed. Our toodl makes it much easier for them to analyze these discovered
rules. Initially, they were only interested in finding a few types of rules to confirm (or verify) their
hypotheses. However, they ended up finding many interesting rules that they had never thouwght of

15



before & aresult of the various unexpedednessrankings. The rules used in the example of Sedion 4
are from one of our applicdions (the items appeaed in the rules were encrypted).

6. Conclusion and Future Work

This paper propcses a new approadh for helping the user identify interesting association rules, in
particular, expeded and urexpeded rules. It consists of an intuitive spedficaion language and an
interestingnessanalysis g/stem. The spedfication language dl ows the user to spedfy his/her various
types of existing knowledge @ou the domain. The interestingness analysis g/stem analyzes the
discovered asciation rules using the user’'s gedficaions to identify those potentially interesting
ones for the user. The new methodis more general and powverful than the eisting methods because
most existing methods only produce the conforming rules, bu not the unexpeded rules of various
types. Unexpeded rules are by definitioninteresting.

In ou future work, we will i nvestigate more sophisticaed representation schemes and analysis
methods sich that we not only can perform analysis at individual rule level but also at higher levels,
e.g., to determine whether a set of rules is interesting as a group to the user, and to infer interesting
knowledge from the discovered rules.
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