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Abstract

The volume and variety of information distributed over distant sites make the manipulation of data a progressively more complex process. A big part of these data is recorded in relational databases, which are manipulated by information systems through query languages. In addition, with the growing of the WWW, several companies are leveraging these systems in this context. Then, managing this information is becoming a big challenge both for companies and for users of these database systems.

Considering users’ point of view, querying a database through the Internet or an Intranet may become a hard task. The problem with these systems is that users generally have difficulties in getting the information they need in a timely manner and they have to wait for it more than they would want to. Besides, the tasks they perform with these systems are generally repetitive and routine as users always query about the information that is relevant for them. In consequence, users spend their time performing repetitive and time-consuming tasks, instead of working productively with these systems.

In this work we propose a solution to this problem using intelligent agents. Intelligent agents are a quite new alternative to assist users with repetitive tasks, as they can learn the ways users prefer to perform those tasks. This work presents QueryGuesser, an intelligent agent developed to assist users who frequently query a database system in order to get the information they need. The QueryGuesser agent has the capability of managing personalized queries to a database system according to the users’ information needs, habits and preferences. This agent observes a user's behavior while he is querying the database and it builds a model of his preferences. QueryGuesser agent uses a technique that integrates two Machine Learning techniques, Case-Based Reasoning and Bayesian Networks, to acquire knowledge about users and to build then user profiles. This technique was also developed as part of this work. Users' profiles are used to handle users' most relevant queries in advance and offer them the information they need when they enter into the system.
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