Nanoparticle assembly via the dewetting of patterned thin metal lines: Understanding the instability mechanisms
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Nanosecond pulsed laser heating was used to control the assembly of spatially correlated nanoparticles from lithographically patterned pseudo-one-dimensional nickel lines. The evolution of the nickel line instabilities and nanoparticle formation with a correlated size and spacing was observed after a series of laser pulses. To understand the instabilities that direct the nanoparticle assembly, we have carried out nonlinear time-dependent simulations and linear stability analysis based on a simple hydrodynamic model. We find that the simulated time scales and length scales agree well with the experimental results. Interestingly, in both experiments and simulations, the instabilities associated with the line edge, and with the surface perturbation-driven mechanism, are found to result in similar particle sizes and spacings.
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I. INTRODUCTION

The synthesis and assembly of functional nanomaterials with unique properties is critical to realizing many of the overarching goals of nanotechnology. While top-down lithographic patterning has been successfully utilized in many micro- and nanoscale electronic, optical, biological, and mechanical applications, the future of nanoscale device architectures will likely require the confluence of both top-down and bottom-up self-assembly techniques. Recently, it has been shown that hydrodynamic instabilities induced by nanosecond laser pulses can be utilized to create two-dimensional arrays of spatially correlated nanoparticles [1–5]. Furthermore, capillary induced transport of lithographically patterned two- and three-dimensional features has been studied and suggests the possibility of a programmable self-assembly approach [6–9].

Studies on initial hole formation in films have shown that they are typically driven by nucleation at defect sites which are not spatially correlated, or via free surface instabilities where a critical wave vector is dynamically unstable thus yielding spatial correlation of the resultant particle size and spacing [1,4,10,11]. Once a hole is formed, the subsequent material transport is typically dominated by curvature induced surface diffusion when in the solid state [12,13], or by capillary forces if in the liquid state [3,4]. Recent works have considered additional effects that are of relevance to metal films irradiated by laser pulses, such as thermal effects and resulting Marangoni forces [4,14], and evaporative mass loss [15]. For the metal films of the thickness larger than few nanometers, it has been shown that a typical distance between the final patterns scales with $H^2$, where $H$ is the film thickness. Additional Marangoni effects were considered as well, and it was shown that for Co and Fe films thicker than a certain critical length, these effects may lead to a decrease of the wavelength of maximum growth resulting from linear stability analysis (LSA), as the film thickness is increased.

While the dewetting characteristics of continuous thin films have been studied more extensively, patterned lines and shapes are also of practical importance. Chemically patterned surfaces have been used to investigate spatially confined wetting properties. For instance, Darhuber et al. [16] lithographically patterned a monolayer of octadecyltrichlorosilane (OTS) onto silicon oxide surfaces to pattern hydrophobic (OTS) and hydrophilic (silicon oxide) regions. Various glycerol volumes were applied to the patterned surfaces and the subsequent geometries were tested experimentally and compared to simulations. Gold nanoparticles have been oriented via solid state dewetting of gold films deposited onto inverted silicon pyramids [6]. Choi et al. [7] later patterned gold nanoparticles, and from the gold particles synthesized silicon nanowires from the gold nanoparticle array via a vapor-solid-liquid growth process. Habenicht et al. [8] recently investigated dewetting induced nanoparticle jumping which results from the dewetting front inertia of pulsed laser irradiated nanoscale gold triangles. Favazza et al. [5] carried out double-beam laser irradiation of Co films and found that repeated exposure lead to formation of nanowires of cylindrical shape which break up into nanoparticles characterized by a typical distance that scales as the square root of the cylinder thickness. Recently we have explored the dewetting characteristics and evolution of pulsed laser irradiated of patterned nickel circles, triangles, and squares [9]. The dynamics of the different vertices and edges were compared and correlated to the capillary driven dewetting dynamics.
While hydrodynamic instabilities can be realized by conventional thermal processing, nanosecond (or shorter) pulsed laser heating offers nanosecond control of the liquid lifetimes, and therefore unique control of the material transport. Additionally, the ultrafast cooling rates achievable via laser induced heating can create materials far from equilibrium, which is an important scientific grand challenge [12]. Thus to realize the utility of nanosecond laser processing as a means to organize nonequilibrium nanoscale materials, in this paper we investigate the instabilities and subsequent materials transport of pseudo-one-dimensional nickel lines. One important difference compared to the previous works is that we consider lines of finite length, and discuss the instabilities that propagate from the ends (fronts) of the lines, in addition to surface-driven instabilities.

II. EXPERIMENT

Initially, Ni films (13 ± 2 nm and 55 ± 2 nm) were DC sputter deposited from a Ni foil (3 in. diameter, 30 W, 3 mTorr Ar sputtering gas) onto electron beam lithography patterned polymethylmethacrylate (or PMMA) coated (60 nm) silicon substrates. Ni lines 420 nm wide and 50 µm long were achieved by a conventional lift-off process. No attempt was made to remove the native silicon oxide film. Subsequently the 13 and 55 nm patterned lines were simultaneously laser treated with a series of 25 ns (full width at half maximum) 248 nm wavelength laser pulses with an energy density of 420 mJ/cm², which was previously determined to be above the melting threshold of Ni [13]. The laser-induced liquid lifetime was simulated to be 25 and 40 ns per pulse for the 13 and 55 nm thick lines, respectively [17]. A total of ten laser pulses were applied to the lines, and to understand the dewetting evolution, scanning electron imaging was performed after pulses 1, 2, 3, 5, and 10.

Figure 1 is a series of scanning electron micrographs (SEM’s) of the 13 nm thick (left) and 55 nm thick (right) Ni lines as a function of the laser pulse number. The most obvious observation in Fig. 1 is that the initially straight continuous lines evolve and transform into an array of nanoparticles whose size and spacing is a function of the original thickness. The first stage of evolution (not resolvable in Fig. 1) is a contraction of the 420 nm initial line width to an average width of 108 nm for the 13 nm line and 209 nm for the 55 nm line.

Figure 2 shows explicitly the retraction distance, defined as the distance between the initial line edge and the outer boundary of the edge particle. In this figure, we see that the transition into the ordered nanoparticle array occurs faster for the 13 nm line (by fifth pulse) relative to the 55 nm line (by tenth pulse). Furthermore, for the 55 nm lines we observe more clearly the “pearling” process by which the particle formation propagates from the edge.

Particle sizes were determined by thresholding the image contrast in the SEM images and performing a pixel counting routine; the spacings were determined by calculating the distance between the centroids of each pixel agglomeration. Figure 3 shows histograms of the particle size (a, b) and particle spacing (c, d) for the 13 nm (a, c) and 55 nm (b, d) lines. Using the histogram data and assuming the particles are hemispherical, the estimated volume reduction of the 13 nm line was 20% and was negligible for the 55 nm thick line. This is consistent with our previous results [13] and is attributed to silicide formation and some ablation. The volume reduction is intuitively more severe for the thinner film as the surface to volume ratio is larger.
Figure 4 shows tilted (45°) higher resolution images of the left edge of the Ni lines in Fig. 1, demonstrating the topology of the lines or particles. After the initial laser pulse the “rectangular” line transforms to a cylindrical shape which recesses slightly into the substrate. As evidenced in Fig. 4, the Ni line edge retracts as a consequence of the laser exposure. This figure clearly shows that after the first pulse, the 13 nm line has already broken up into several particles at the edge of the line, whereas the 55 nm line continues retracting and does not form the edge particle until the third laser pulse (viz. also Fig. 2). The retraction distance of the edge particle for the 13 nm line is 480 nm, whereas the 55 nm thick line retracts 1270 nm before the edge nanoparticle forms.

III. MODEL

Closer inspection of the images in Fig. 1 suggests that there are two separate phenomena responsible for nanoparticle formation: (i) instability induced by the finite size (edge instability), and (ii) instability of the body of the line itself. The latter one has been considered via various approaches in the past [5,18,19]. The instability due to finite size effects for liquid films has been considered recently [20], and an obvious question is whether the approach developed in that work applies to the current problem. For films it was found that the drop (particle in our case) spacing depended on the instability mechanism [20], the result related to the difference between spinodal and nucleation instabilities [1]. Whether this result applies to the lines considered here is of direct relevance since Fig. 1 suggests that both instability mechanisms are active and operate on similar time scales.

To quantify the discussion above, we list the assumptions which allow us to apply the formulation developed in [20], extended to the geometry considered here: (i) the main part of the evolution occurs during the time when the line is in liquid phase [21]; (ii) the effect of volume reduction can be ignored; (iii) liquid properties are constant in time—therefore melting and solidification are assumed to take place infinitely fast, and furthermore, Marangoni effects are neglected; (iv) the metal-substrate interaction can be modeled using a disjoining pressure model with both conjoining and disjoining terms; (v) lubrication approximation can be used despite large contact angles relevant to the experiment.

Under these assumptions, the following fourth order nonlinear partial differential equation for the line thickness $h(x,y,t)$ is obtained (given here in nondimensional form using the scales discussed below)

$$\frac{\partial h}{\partial t} + \nabla \cdot (h^{3} \nabla h) + K \nabla \cdot [h^{3} f \nabla h] = 0. \quad (1)$$

Here, $(x,y)$ are the in-plane coordinates, with $x$ pointing along the metallic line. Similar equations have been extensively used to analyze dewetting of thin liquid films (see, e.g., [10,22,23] and references therein). We note that more complete models including the thermal effects and Marangoni forces have been considered (e.g., [14,15]); here we are looking for a minimal model including the most relevant physics. In Eq. (1), the first term stands for viscous dissipation and the two other terms account for capillarity and liquid-solid interaction, respectively. Once the length scale $\ell$ is chosen, the corresponding time scale is $\tau = 3 \mu \ell / \gamma$, where $\mu$ is the viscosity, and $\gamma$ is the surface tension. We use $\ell = 1 \mu m$, $\gamma = 1714 \text{ dyn/cm}$, $\mu = 0.05 \text{ g/cm s}$, giving $\tau = 8.75 \text{ ns}$. Also, we have $K = \kappa \ell / \gamma$ and $f = df/dh$, where the function $f$ enters through disjoining pressure defined by

$$\Pi(h) = \kappa f(h) = \kappa [(h_{s}/h)^{n} - (h_{a}/h)^{m}]. \quad (2)$$

Here, $\kappa$ (Hamaker constant) is defined by $\kappa = S/(M h_{a})$, where $S = \gamma (1 - \cos \theta)$ is the spreading parameter, $\theta$ is the contact angle, and $M = (n-m)/[(m-1)(n-1)]$ (see [20] and note that in the present formulation $h_{s}$ corresponds to dimensionless precursor film thickness). In Eq. (2), the first term represents liquid-solid repulsion, while the second one is attractive, leading to a stable film thickness $h = h_{s}$. Formation of such a film thickness (not observed within the experimental accuracy of the present experiments) may contribute to the observed volume loss; however, since the contribution of precursor to the total volume is small, we do not consider this effect in more detail. We use $n = 3, m = 2, \theta = 90^\circ$ and note that this and similar models have been extensively used to model the interaction of liquid metal (e.g., [1]) and other liquid films (e.g., [10,22,24]) with solid substrates.

IV. RESULTS AND DISCUSSION

We consider the governing evolution equation (1) using linear stability analysis (LSA) and fully nonlinear time-dependent simulations. One important ingredient in both approaches is the thickness scale entering into the definition of Hamaker constant $h_{s}$, which can be related to the so-called precursor film. Since small values of $h_{s}$ significantly slow down the simulations discussed in what follows, we use the larger value of $h_{s}$ (typically $h_{s} = 10^{-3}$) and then confirm in select cases that the results depend very weakly on the exact value of $h_{s}$. Gravity is ignored due to nanometric line thickness. This model is applied to the line of initial profile as in the experiment, with smoothed boundaries. Since the nonlinear simulations are computationally expensive, we use
distances are 400 and 800 nm for the 13 and 55 nm lines, edges for the two considered line thicknesses. The retraction experiments. Figure 5 shows the breakup that occurs from the contracts to semicylindrical shape, in agreement with the ex-

We use the symmetry of the problem and simulate only a cial in determining the evolution. Furthermore, we note that our model ignores the Marangoni forces due to temperature gradients in the film thickness which may inhibit instability growth and contribute to the longer time scales observed in experiments [14].

Remark 1. We note that in principle further coarsening of the drops may be expected due to the presence of precursor film [26]; however, here we concentrate only on the short time scale and therefore do not consider this effect in more detail.

Remark 2. We do not carry out fully nonlinear simulations with additional surface perturbations, since we have shown previously that the influence of these perturbations can be considered more efficiently by linear stability analysis [20]. This is the topic of the following section.

A. Nonlinear simulations

Nonlinear simulations are performed using the finite-difference based method described in some detail elsewhere [25]; here we give a brief overview. The calculations are carried out in a rectangular computational domain defined by 0 \( \leq x \leq x_{\text{max}} \) and 0 \( \leq y \leq y_{\text{max}} \), which is divided into cells of size \( \Delta x \times \Delta y \). Equation (1) is discretized in space using a central finite difference scheme. Time discretization is per-

Nonlinear simulations show that the initial profile quickly contracts to semicylindrical shape, in agreement with the ex-

Figure 5 shows the breakup that occurs all along the line length (therefore it does not account for the finite length effects). It is carried out by expanding around the \( x \)-independent solution, \( h_0(y) \), of Eq. (1):

\[
h(x,y,t) = h_0(y) + \epsilon g(y) \exp(\sigma t + ikx),
\]

where \( \sigma \ll 1 \), \( g(y) \) is the amplitude of the perturbation, \( k = 2\pi/\lambda \) is the wave number, and \( \lambda \) is the wavelength. The base solution, \( h_0(y) \), is discussed in some detail in Appendix B of [20]. In the present context, \( h_0(y) \) is chosen in a way that the enclosed area \( A \) is equal to the initial line cross section, i.e.,

\[
A = \int_{-w/2}^{w/2} [h_0(y) - h_a] dy = \frac{WH}{\ell^2},
\]

where \( H \) is the initial line thickness, and \( W = \ell W \) is its width. By replacing Eq. (3) into Eq. (1), we obtain to \( O(\epsilon) \) the eigenvalue problem:

\[
\mathcal{L} g = -\sigma g,
\]

where \( \mathcal{L} \) is the linear operator defined by

FIG. 5. The simulation results for the evolution of two considered line thicknesses. The legends show the thickness in \( \mu m \).
\[ \mathcal{L} g = c_4(y) g_{3yy} + c_3(y) g_{2yy} + c_2(y) g_{yy} + c_1(y) g_y + c_0(y) g, \]

where the coefficients \( c_i(y) \) \( (i=0,\ldots,4) \) are defined by

\[ c_4(y) = h_0^4, \]
\[ c_3(y) = 3h_0^2h_0', \]
\[ c_2(y) = -(2k^2 - Kf')h_0^3, \]
\[ c_1(y) = -h_0^2[3(k^2 - Kf') - 2h_0Kf'']h_0', \]
\[ c_0(y) = c_{0,2}h_0^2 + c_{0,3}h_0^3, \]

where \( c_{0,j} \) \( (j=2,3) \) is given by:

\[ c_{0,2}(y) = 3h_0^2Kf'', \]
\[ c_{0,3}(y) = k^2(k^2 - Kf') - Kf''(p + Kf) + h_0^2Kf''. \]

Here, \( p \) is the dimensionless pressure (in units of \( \gamma/\ell \)) inside the rivulet, which is related with enclosed area \( A \) (see [20]). This pressure is the integration constant needed to determine \( h_0(y) \) from the solution of the steady one-dimensional version of Eq. (1). Then, the eigenvalue problem is solved numerically, with the main goal of answering the following questions:

(i) What is the size of initial perturbation which leads to growth on the time scale comparable to the experimental one? Does this size make physical sense?

(ii) What is the particle spacing predicted by LSA? Does this spacing correspond to the one resulting from the edge-driven instability?

(iii) What are the predictions of LSA regarding scaling of the distance between the particles with the initial line thickness?

Figure 6 shows the results for the dimensional wavelength of maximum growth, \( \tilde{\lambda}_m \), which can be compared with the particle spacing (all the results are now given in dimensional units in order to facilitate comparison to experiments). We obtain \( \tilde{\lambda}_m \approx 560 \text{ nm} \) for the 13 nm line, and 1150 nm for the 55 nm line, in good agreement with experiment, viz. Figs. 3(c) and 3(d).

The time scale of instability growth is estimated as

\[ \bar{t}_s = \frac{1}{\bar{\sigma}} \ln \left( \frac{H}{\epsilon \ell} \right), \]

where \( \bar{\sigma} \) is the dimensional growth rate of \( \tilde{\lambda}_m \) [alternatively, one could use max(\( h_0(y) \))/\( \epsilon \ell \) instead of \( H \) for the purpose of this estimate, with similar results]. Using fixed \( \epsilon = 10^{-7} \) (corresponding to 0.1 nm), LSA gives \( \bar{t}_s \approx 45 \text{ ns} \) and \( \approx 115 \text{ ns} \) for the 13 nm and 55 nm lines, respectively, corresponding to the liquid lifetimes resulting from two (13 nm) and three (55 nm) pulses. The comparison of relevant time scales between the results of LSA and nonlinear simulations, viz. Fig. 5, shows that for the 13 nm line one expects surface perturbation-driven mechanisms to dominate, while for the 55 nm line, both mechanisms operate on similar time scales, as also seen in the experiments. Additional results show that \( \tilde{\lambda}_m \) and \( \bar{t}_s \) depend only weakly on the value of Hamaker’s constant.

By comparing the LSA results for \( \tilde{\lambda}_m \) with the distance between the particles resulting from edge-driven instability shown in Fig. 5, we see that they are very close. This behavior differs from the breakup of semi-infinite liquid films, where one may expect disparate length scales resulting from the two instability mechanisms [20]. Therefore, for a line breakup, we find that the particle spacing does not depend on the mechanism leading to their formation. This is one of the main results of this work.

The second important difference between the instabilities of films and lines is scaling of the distance \( D \) between the particles with the line thickness. As mentioned in the Introduction, the scaling expected for liquid metal films in the spinodal regime, assuming that Marangoni effects can be ignored, is that \( D \propto H^2 \). However, the experiments and simulations (viz. Figs. 4 and 5) show that the evolution is different here, since the initial line quickly reaches semicylindrical shape, and the instability occurs only afterwards. If now for a moment one ignores liquid metal–solid substrate interaction, and considers stability of a free-standing liquid jet, an application of classical Rayleigh-Plateau result gives \( D \propto \sqrt{H} \), since the use of conservation of mass gives that the radius of the cylinder is approximately given by \( R_c \approx \sqrt{2H/\pi} \).

Figure 6 shows the LSA results for several additional values of line thickness. In this figure we see that the LSA results closely follow the square root scaling specified above, which is also in agreement with the recently reported experiments [5]. Figure 6 also shows the approximate (dimensional) wavelength of maximum growth [27].

\[ \tilde{\lambda}_{m,c} = 9.016R_c, \]
expected from capillary instability for a free standing liquid jet (Rayleigh-Plateau instability). The agreement between the two results suggests that, at least for the considered problem, Rayleigh-Plateau result gives a very good prediction for the distance between the particles. The growth rate of the mode \( \tilde{\lambda}_{n,c} \) predicted by Rayleigh theory is

\[
\tilde{\alpha}_{m,c} = 0.3433\sqrt{\frac{\gamma}{\rho R_c^3}},
\]

where \( \rho \) is the liquid density (we use \( \rho = 8.9 \, g/cm^3 \)). For example, for \( H = 55 \, nm \), the predicted value is \( 1/\tilde{\alpha}_{m,c} \approx 8.85 \, ns \), which is of the same order of magnitude as the growth rate predicted by LSA. Therefore we conjecture that, at least for this problem, the influence of liquid metal–solid surface interaction on the instability development is rather weak, since both the distance between the particles and the time scale of growth are consistent with the capillary instability of a free-standing liquid jet.

Regarding particle size, we note that it can also be predicted by LSA if one considers that a particle is hemispherical and its mass is equal to that of a line of length \( \tilde{\lambda}_m \) (therefore ignoring the volume loss observed in the experiments). Then, the particle radius is given by \( R_p = [3\tilde{\lambda}_m WH/(2\pi)]^{1/3} \). This calculation yields 113 and 230 nm for \( H = 13 \) and 55 nm, respectively, in good agreement with the experimental data reported in Figs. 3(a) and 3(b). In more general terms, using the scaling \( \tilde{\lambda}_m \approx \sqrt{H} \), discussed above, and assuming conservation of mass, one finds \( R/\tilde{\lambda}_m \approx \text{const} \), as also discussed in [5]. Therefore LSA gives clear predictions for both particle size and the distance between the particles.

V. CONCLUSION

In this work, we have considered the details of the instability mechanism leading to breakup of metal lines repetitively irradiated by laser pulses. We find that the main features of instability development can be understood based on a relatively simple hydrodynamic model. The model includes the capillary forces as well as the liquid-solid interaction via disjoining pressure approach. We find reasonably good agreement between the experiments carried out using laser irradiated Ni lines, linear stability analysis, and fully nonlinear time-dependent simulations. The simulations include the end effects due to finite length of the metal lines. In contrast to liquid films, we find that the breakup caused by the end effects leads to similar distance between the particles as the breakup caused by surface instabilities. However, the time scales of relevance to these two instability processes may be different. For the considered configurations, we find that for thinner lines, the surface instability is expected to dominate (a line breaks up all along its length in the same time), while for thicker lines, the end-driven instability plays an important role.

We expect that the fact that a relatively simple hydrodynamic model can explain the main features of the considered experiments will lead to future experimental and theoretical works demonstrating enhanced spatial control. Future work will also explore the resultant structure and properties of the assembled nanomaterials.
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