Unstable spreading of a fluid filament on a vertical plane: Experiments and simulations
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Abstract

We present results of experiments and numerical simulations on the spreading of a constant volume (CV) of fluid flowing down a vertical plate in the form of a micrometric thin film. In the experiments, the initial condition is generated from a horizontal fluid filament (PDMS) of typical diameter \( \approx 0.4 \) mm, and the flow is probed with two optical techniques: one based on an anamorphic system, and the other on the schlieren method. The first one yields the thickness profile and the second one captures the bidimensional pattern of the transversal film instability. The numerical simulations are performed under the lubrication approximation and using a precursor film to overcome the contact line divergence. The comparison between numerical and experimental profiles shows a very good agreement, and therefore allows to estimate the thickness of the precursor film needed to model the flow. We find that this thin precursor (of thickness 43 nm) is very demanding for the numerical description of the instability, since it requires the use of a very fine grid. We show that the use of thicker precursor allows to obtain numerical results which describe qualitatively well the experimental data. In order to study the early times of the instability, we develop a linear model to account for the evolution of the modal amplitudes of the spatial Fourier spectrum of the contact line of the advancing front (frontline). The model is in good agreement with both experiments and simulations for the appropriate precursor film thickness in each case. We find that the precursor film thickness mainly influences the growth rates of the unstable modes, but it does not modify the main features of instability development.
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1. Introduction

In this work we are concerned with the basic problem of the flow that develops during the covering of a solid surface by a thin liquid film. This flow com-
figuration is present in a wide variety of technological problems, such as microchip production and microfluidic devices. This kind of flow develops as a balance between viscous and surface tension forces plus possibly a body force. The latter is often the main driving force and, depending on the application, it may be represented by gravity force [1–3], centrifugal force [4,5] or thermocapillary force [6–8].

We study here the spreading of a constant volume (CV) of fluid on a vertical plane. Initially, the fluid has the shape of a thin filament placed in horizontal position at the top of the substrate. Experiments with wetting fluids show that after some time the initially straight advancing frontline, where liquid, gas, and solid phase meet, becomes corrugated and then the flow evolves by forming well-defined rivulets (called fingers) separated by troughs. It is generally accepted that this instability is generated by perturbations along the strip and is related to the formation of a capillary ridge just behind the advancing the frontline. However, the analysis of the instability has only been done for the constant flux (CF) case, in which the fluid thickness far behind the frontline is kept constant (thus providing an unlimited supply of fluid).

In recent years many researchers have paid attention to this problem. On the experimental side, except by the work in [9,10], most of the authors have considered the CV case [1,11–14]. This is understandable considering that the CF case involves a more complex set-up. It must be noted that in the CV case, rather than the fluid volume, the cross sectional area of the initial condition is the characteristic parameter of the flow. The transversal extension is irrelevant since it is usually much larger than the flow extension in the streamwise direction. In contrast to above mentioned experiments for CV case, here we use much smaller areas, and thus the fluid spreads as a micrometric film. As a consequence, the flow studied here is more representative of coating processes used in applications, and the corresponding experimental results are then also of particular interest to this field.

A detailed experimental study of the CV flow has been performed in [15]. Here, we extend that work by introducing numerical results for the description of the complete (linear and non-linear) evolution of the instability. For brevity, we consider a single experimental case, and compare it with the results of numerical simulations for both the stable and unstable stages of the spreading. The use of a linear model to predict the time evolution of the normal modes of the instability plays an important role in performing this comparison. This model (first developed in [15] and revisited here) is based on an adiabatic approximation of the thickness profile of the stable stage in the region around the capillary ridge. Since the model was previously validated by comparing its predictions to experiments, we use it now as a benchmark for our simulations.

A quantitative description of the experimental results is particularly difficult because the (observable) macroscopic flow is strongly affected by microscopic forces acting at the frontline. Thus, the flow description within the continuum hypothesis requires some assumptions in that region to avoid the inconsistency of the equations. One of these assumptions is the existence of an ultra thin precursor film at the moving contact line. This is the approach made in the simulations, and consequently it needs to be supported by the experimental observation.

The main purpose of this work is to show the capability of both linear models and numerical simulations to describe the frontline instability. To achieve this goal we use data from our own experiments [15] and a simulation code developed within the lubrication approximation. A description of the set-up and the basics of the optical diagnosis used in the experiments are briefly described in Section 2. The physical model and the numerical method employed to solve the flow within the lubrication approximation are presented in Section 3. Details of the numerical code as well as applications of this tool are reported in the literature [16–18]. Section 4 is devoted to the comparison of experiments and simulations in the stable stage. The nonlinear stage is discussed in Section 5, where we compare experiments and 2D simulations by post-processing the numerical results to mimic the experimental images. We also show that within the linear regime both the experimental and numerical results can be predicted by application of a linear growth model to the spectrum at a very early stage.

2. Problem description and experiment

The initial fluid configuration is a vertical filament flowing out from a small nozzle at the bottom of a
vessel filled with silicon oil (see Fig. 1a). Both the nozzle diameter and the fluid properties allow to control the value of the area $A$ of the filament. We use polydimethylsiloxane (PDMS) with kinematic viscosity $\nu = 20 \text{ St}$, density $\rho = 0.96 \text{ g cm}^{-3}$ and surface tension $\gamma = 19.8 \text{ dyn/cm}$, so that the capillary length is $a = \sqrt{\frac{\gamma}{\rho g}} = 0.145 \text{ cm}$.

The filament is captured on a glass (6 cm wide) by performing suitable rotations of its frame before reaching the final vertical position (see Fig. 1b and c). All these movements take about 1–2 s, i.e. a time interval which is very short compared to the time scale of the experiment (see below). The mechanism allows to obtain a fluid strip with contact lines which are both horizontal and straight, so that the initial configuration has a constant cross sectional area along the $y$-direction (see Fig. 1d).

The flow evolution is probed by two optical techniques: anamorphic lens and schlieren. The former is aimed to measure the thickness profile of the spreading, as well as the position of both contact lines. In this method the liquid film is impinged by a vertical light sheet and the optical system converts the in-plane deflections onto displacements on a perpendicular plane. This system consists of both a standard converging lens that forms a magnified image of the spreading region and an anamorphic lens [19]. The latter is equivalent to two crossed cylindrical lenses (one convergent and the other divergent) with focal lengths of equal magnitude, and with their axes at $\pm 45^\circ$ with respect to the $x$-axis (a cylindrical-spherical ophthalmic lens, conveniently chosen and oriented, does this job). The deflections produced with this system are related to the slope of the thickness profile of the probed fluid strip. During the early stage, the resulting data allow an accurate determination of the fluid volume after considering symmetry and integration of the profile. The constant value of the volume is checked by considering several profiles corresponding to different times. The other technique uses a schlieren method and is intended to describe the topography of the free surface and also the irregular shape of the frontline. Both techniques can be used simultaneously in our experimental set-up. Further details are presented in [15].

3. Lubrication equations and numerical code

Usually, thin film flow is studied within the lubrication approximation, i.e. small Reynolds number and small free surface slope. These hypotheses are satisfied in our experiments since PDMS oil is very viscous, and the strip is of small aspect ratio (typically, height/width $<0.1$). Thus, under the action of gravity and surface tension, the governing equation for the fluid thickness $h(x, y, t)$ is (see e.g. [20]):

$$\frac{\partial h}{\partial t} + \gamma \nabla \cdot (h^3 \nabla h) + \rho g \frac{\partial h}{\partial x} = 0, \quad \text{(1)}$$

where $\mu = 10 \nu$ is viscosity, and $g$ is gravity. The three terms in Eq. (1) stand for the viscous, capillary and gravitational forces, respectively. Here, $x$ is the downhill coordinate.
Eq. (1) includes the non-slip boundary condition at the substrate surface. Due to the well known contact line paradox (macroscopic divergence of the viscous dissipation rate), all theoretical and computational methods require some regularizing mechanism: either assuming the existence of a thin precursor film of thickness $h_f$ in front of the apparent contact line [21,22,23], or relaxing the no-slip boundary condition at fluid–solid interface by introducing a slipping length $l_s$ [20,23,24]. An extensive comparison of these regularizing mechanisms applied to the spreading drop problem can be found in [25]. In that paper it is shown that the precursor film model leads to the results that are very similar to the ones obtained using slip model for $h_l \approx l_s$. Since the computational performance of the precursor model is much better, we use this model as a regularizing method in this work.

We have developed a numerical code to solve Eq. (1) both in its 1D version $h(x,t)$ as well as in its 2D version $h(x,y,t)$. The method uses centered finite difference for the spatial derivatives and the time discretization is performed by using implicit Crank-Nicholson scheme [18]. The solution is obtained in the domain $0 \leq x \leq L_x$ (and $0 \leq y \leq L_y$ in 2D case). The fluid volume under study is placed in the interval $x_0 \leq x \leq x_f$, where $x_0$ and $x_f$ are the positions of the front and rear contact lines at $t=0$, respectively, and the rest of the domain is filled with a thin (precursor) film of thickness $h_f$. Thus, the boundary condition at $x = 0$, $L_x$ are $h_x = h_f$ and $\partial h/\partial x = \partial^3 h/\partial x^3 = 0$. Thus, the lines $x = 0$, $L_x$ represent symmetry planes.

Typically, the thickness of this film is one or two orders of magnitude smaller than the average bulk thickness. However, in order to produce results in quantitative agreement with the experiments we determine the appropriate value of $h_f$ that reflects the actual physics of the contact line. This is done in the following Section by comparing numerical results for different values of $h_f$ with the experimental thickness profiles. The comparison between 1D simulations and experiments shows that the resulting $h_f$ is independent of $A$ [15].

4. Stable stage: one dimensional flow

In the early stages of the spreading, the contact lines are straight and the flow is $y$-independent. Thus, the experimental profiles obtained in [15] can be compared with $h(x,t)$ from 1D simulations. A crucial element in reaching not only qualitative, but also quantitative agreement is to use an appropriate value of the precursor film thickness, $h_f$, in the simulations. These calculations require fine grids, because very thin precursor films demand very small step sizes, $\Delta x$, in order to achieve numerical convergence.

We obtain $h_f$ by performing an iterative procedure. First, we choose two experimental thickness profiles, one close to the beginning of the spreading ($t_a$), and the other at a later time $t_b$ (chosen small enough to ensure that the front is not yet corrugated). Then, we use the experimental profile at $t_a$ as an initial condition in the numerical simulation, and we integrate it forward in time using appropriate initial guess for $h_f$. We then compare the computed and the experimental profile at $t_b$. Based on the difference between these two profiles, we choose the next iterate for $h_f$ and repeat this procedure until convergence. The result of this iterative procedure is the value of $h_f$ which produces very good quantitative agreement between computed and observed profiles: $h_f = 43 \mu$m (or $h_f = 3 \times 10^{-3} \mu$m). We have verified that this value of $h_f$ is independent of the area $A$ within the range $3 \times 10^{-4} \text{cm}^2 < A < 15 \times 10^{-4} \text{cm}^2$. Such a small value requires also very well resolved computations: We find that the results are fully converged for $\Delta x = 10^{-3} \mu$m. We have also verified that this value of $h_f$ remains unchanged if we choose a different $t_b$. We note that this $h_f$ is in the range of the thicknesses measured and reported in the literature for precursor films (see [26,27]).

The experimental results for $A = 6.75 \times 10^{-4} \text{cm}^2$ are shown in Fig. 2 (black dots). The evolution of the thickness profile starts with a shape resembling a cylindrical cap whose maximum is moving downwards (see Fig. 2a). During this stage, the frontline is practically straight. Later on, we observe the appearance of two regions (see Fig. 2b and c): the rear region, which acquires an almost parabolic shape, and the front region which evolves by developing a large bump. Fig. 2c shows a well developed profile when the frontline is about to start corrugating.
The grey lines in Fig. 2 correspond to the numerical simulations. We see that the results are in excellent agreement with the experimental data. The simulations are performed starting from the initial condition (cylindrical cap),

\[ \text{h}(x, 0) = \text{h}_0(x) = \text{h}_{\text{max}} \left[ 1 - \left( \frac{A - \text{h}_{\text{max}}}{2w_0} \right)^2 \right], \quad (2) \]

where \( w_0 = x_f - x_r \) is the width of the strip in the streamwise direction at \( t = 0 \), \( \text{h}_{\text{max}} = (x_f + x_r)/2 \) is the central position of the maximum thickness \( \text{h}_{\text{max}} \). Since both the values of \( w_0 \) and the area \( A \) are given by the anamorphic technique, we calculate \( \text{h}_{\text{max}} = 3A/2w_0 \). We have verified that this initial shape leads to results that are in full agreement with those obtained by using an experimental profile for a given \( t > 0 \).

In Fig. 2d we compare the numerical (grey lines) and experimental (black dots) results for the width of the film, \( w(t) = x_f(t) - x_r(t) \). We use the width, \( w \), instead of \( x_f \) in order to consider a quantity independent of the reference frame (except for the very first stages, \( x_r \) does not vary appreciably during the spreading). In order to show the sensitivity of the simulations with respect to the precursor film thickness, we also present in this figure the numerical width obtained with \( \text{h}_1 = 10^{-4} \mu \text{m} = 125 \text{ nm} \) (dashed grey line). Even though this value is still within the range expected for a precursor film, we see clearly that the predicted behavior of \( w(t) \) significantly differs from experiments, while the results for \( \text{h}_1 = 43 \text{ nm} \) are in very good agreement.

5. Unstable stage: two dimensional flow

5.1. Experimental results

In addition to the previous technique we also use a schlieren method to probe the spreading. A sliding mirror allows to switch between one technique and the other. The schlieren technique is used with a diaphragm centered at the focus of lens which forms the image of the spreading, which is illuminated by an expanded probing laser beam [15]. The images thus obtained show a pattern of dark and bright zones, which correspond to regions where the modulus of the gradient of the thickness is greater or smaller than a cut-off value, respectively. The cut-off varies with the diameter \( d \) of the diaphragm (all photos presented here have \( d = 1 \text{ mm} \)).
Fig. 3. Evolution of the film using the schlieren technique at: (a) $t = 38.2$, (b) 101.2, (c) 207.5 and (d) 343.7 min. The white segments show the length scale (1 cm) at the substrate.

Fig. 3 shows four typical images obtained by using this technique (the images are inverted by the optical system). We see clearly the formation of a pattern of fingers and troughs. The analysis of the instability pattern is performed by calculating the discrete Fourier transform (DFT) of the frontline for different times. In Section 5.2 we will compare the power spectra thus obtained with a linear model for the instability developed assuming a decomposition in normal modes.

In summary, the experimental results suggest the existence of stages in the development of the instability. These stages can be defined as follows:

- The first stage ($0 \leq t \leq t_0^*$) is characterized by a transient behavior in which the flow evolves from an initial condition (close to a cylindrical cap) to a structure with a parabolic shape in the rear region and a bump developed in the frontal region. Also, in this stage the frontline is still straight and does not show any appreciable corrugation. A more precise definition of $t_0^*$ will be given below.
- Once the bump structure is clearly attained, the small perturbations tend to grow (unstable profile). In other words, the presence of the bump is a key feature for the development of the instability. For this stage, $t > t_0^*$, we develop in next Section a model for the growth of the amplitude of the perturbations within the linear approximation.
- When the amplitude of the perturbations exceeds a certain limit, the nonlinear effects become significant ($t > t_{NL}$). However, in our experiments, these effects do not change the mean separation between fingers.
We emphasize that the instability develops after the formation of the bump (this was also verified for all cross-sectional areas explored in [15]). In particular, as \( A \) is increased, the instability develops faster, but the formation of the bump proceeds on a faster time scale as well. This observation constitutes an important difference with respect to other experiments performed with millimetric (or even thicker) films [1, 14]. These films often include a rolling motion (‘nose’) at the advancing front, which stabilizes the flow and is responsible for the initial stable stage [28]. As the fluid thins surface tension effects become increasingly important, and the ‘nose’ changes its shape to a wedge-shape profile [29]. Later on, the front region grows a bump and the flow becomes unstable. Indeed, in our experiments, there is no rolling stage, and the bump of the front region is present from the very early stages. However, the instability is not observed immediately, but it becomes apparent only after a certain time.

5.2. Linear model of the instability

In this Section we aim to develop a model for predicting the spatial spectrum of the instability, the growth rates of the perturbations and the value of the dominant wavelength \( \lambda_{\text{max}} \). At present, there is no thorough analysis of the front line instability for the constant volume problem. Instead, a fair amount of literature is devoted to the linear stability analysis of the constant flux problem. Here, we apply the results of the CF case to produce a predictive model for the CV configuration.

A major hindrance to performing the linear stability analysis of the unperturbed solution \( h(x, t) \) for the CV case is that the base solution is time dependent, as outlined above. We extend the linear stability analysis of the CF case by assuming that the base profile evolves sufficiently slowly relative to the growth rate of the perturbations (adiabatic approach).

Let us consider a profile \( h(x, t) \) after the fluid starts spreading, with \( t_0 \geq t_c \). Since at \( t = t_0 \) the flow has already developed a bump-plateau structure, we perform the analysis by perturbing the flow by a transverse corrugation characterized by a wavelength \( \lambda \) and an initial amplitude \( h_0 = H(t_0) \). A key point in describing the linear evolution of the instability is to assume that the unperturbed state changes so slowly during this stage that the perturbation evolves on top of a quasi-steady base flow. Thus, the asymptotic growth rates of the CF case can be considered as the instantaneous growth rates of the CV case. This assumption requires that the amplitude of the perturbation be small enough, so that not to modify significantly the base flow (linear regime). Therefore, every component of the spatial Fourier spectrum of the perturbation evolves independently from one another.

We attempt to approximate the bump region of the CV flow by the corresponding profile in the CF case with thickness \( h_p \) far from the front and the same \( h_f \). The idea underlined in this approximation is that the instability basically depends on the thickness structure of this region, while the flow far behind does not affect the behavior of the front.

In the CF case, the translational invariance implies that the solution of the y-independent problem is of the traveling wave type. Thus, for a constant thickness, \( h_p \), in the far region behind the front (plateau), we have a dimensionless solution of the form,

\[
  h = h_p H(\xi), \quad \xi = \frac{(x - u t)}{\ell},
\]

where \( \ell = (a^2 h_p)^{1/3} \), \( u = u_0 (1 + b^p) \),

\[
  \frac{a}{\ell} = q = a^2 h_p^{2/3} \frac{\rho g h_p}{\mu} \quad \text{and} \quad b = h_f/h_p.
\]

In the linear stability analysis of this problem, it is assumed that there is a transverse perturbation of the base solution characterized by a wavelength \( \lambda \). For a given \( b \), there are two relevant wavenumbers: (a) \( k_{\text{max}} \), for which \( \sigma(k_{\text{max}}) \) is the maximum, \( \sigma_{\text{max}} \), and (b) \( k_p = 2\pi/\lambda_p \), which yields \( \sigma(k_p) = 0 \) (marginal stability), such that the solution is unstable for \( k < k_p \) (\( k > \lambda_p \)), and stable otherwise.

When the growth rates \( \sigma(k) \) for several values \( b \) are plotted in the normalized form,

\[
  \frac{\sigma}{\sigma_{\text{max}}} = F(q),
\]

where \( q = k/k_p = \lambda/\lambda_p \), they nearly collapse onto a single curve [15]. For the purpose of analyzing the CV case, we use a general functional form \( q^{2}(1 - q^p) \) with \( p \) is a rational number. We find best agreement by using

\[
  F(q) = 95q^{2}(1 - q^{4/3}).
\]

This fitting function is used here and it leads to \( \lambda_p \approx 0.61 \lambda_{\text{max}} \). The departures from this function increases
for \( q > 1 \), but the fitting in the unstable range is reasonably good, and it will be helpful in the model for CV case developed in the following Section.

As a consequence of the scaling given by Eq. (4), the characteristic time and length scale as \( \ell / u_0 \approx h^{-5/3} \) and \( h^{1/3} \), respectively (see e.g. [30]). Thus, the instantaneous growth rate in the CV case becomes [15]:

\[
\sigma(q) = \sigma_{\text{max}} h^{5/3} F(q)
\]

(7)

where \( q = \lambda^* h^{1/3}(t)/\lambda \), and \( \lambda^* \approx 7.4 \) is the critical wavelength for marginal stability of CF case. Here, \( h_p(t) \) and \( \lambda \) are expressed in units of the capillary length \( a \), and \( t, \sigma \) are in units of \( \tau = 3 \mu a/\gamma \) and \( \tau^{-1} \), respectively. In order to avoid cumbersome notation, we use the symbols of the previous Section to denote the present dimensionless variables. The values of \( \sigma_{\text{max}} \) and \( \lambda^* \) expressed in these units are reported in [15].

The instantaneous growth rate satisfies \( \sigma = \int_{t_0}^t ds \sigma(t') \). Let us consider a CF flow with a certain value \( h_p \) of the (asymptotic) flat region, such that it has a bump height \( h_b \) coincident with the one of the CV case with the same \( h_f \). The idea is to approximate the CV flow by the solution of a CF case which fits the bump region the best. Note that this model is intended to describe only the instability of the frontline and not the complete flow in the CV problem. The underlined concept is that the instability basically depends on \( h_b \) and the slope at the frontline, and that other details of the flow are not so relevant.

5.3. Experiments versus linear model

The analysis of the instability pattern is performed by calculating the discrete Fourier transform of the images of the frontlines [15]. Fig. 4a–c shows both the experimental power spectra, \(|v_s(\lambda)|\), and the model

Thus, Eq. (7) allows us to calculate the instantaneous growth rate of the perturbation as a function of the dimensionless thickness \( h_p(t) \), and Eq. (8) predicts its amplitude.

To proceed we must define an appropriate way of determining the parameter \( h_p(t) \). For this purpose, let us consider a CF flow with a certain value \( h_p \) of the (asymptotic) flat region, such that it has a bump height \( h_b \) coincident with the one of the CV case with the same \( h_f \). The idea is to approximate the CV flow by the solution of a CF case which fits the bump region the best. Note that this model is intended to describe only the instability of the frontline and not the complete flow in the CV problem. The underlined concept is that the instability basically depends on \( h_b \) and the slope at the frontline, and that other details of the flow are not so relevant.

5.3. Experiments versus linear model

The analysis of the instability pattern is performed by calculating the discrete Fourier transform of the images of the frontlines [15]. Fig. 4a–c shows both the experimental power spectra, \(|v_s(\lambda)|\), and the model

Fig. 4. Spectral evolution of the front line (see Fig. 3). (a) The lower and upper grey lines correspond to the experimental spectra at \( t_0 \approx 38.2 \) min and \( t \approx 82.8 \) min, respectively. The dashed line is the spectrum predicted by the model at \( t \) assuming a linear evolution from the spectrum at \( t_0 \), (b) The same as (a) for final times \( t \approx 101.2 \) and 127.3, respectively. (c) Experimental (symbols) and model (lines) results for modal amplitudes versus time for \( \lambda_{\text{max}} = 0.95 \) cm (squares, solid line), \( \lambda = 0.63 \) cm (pentagons, dotted line) and \( \lambda = 0.41 \) cm (crosses, dashed line).
results at three times whose frontlines are presented in Fig. 3. The shape of the spectra is jagged due to the discrete character of the spectral analysis (DFT) in a finite spatial domain.

The model predictions are based on the linear evolution of the experimental spectrum \( I_0(\lambda) \) from the earliest time \( t_0 = 38.2 \) min (lower grey line). These figures also present the spectra (dotted lines) obtained assuming constant initial amplitude, \( I_0 \). This constant is chosen as the experimental maximum at \( t_0 \). The dotted lines provide an envelope for the model results that use the details of experimental configuration at time \( t_0 \).

Fig. 4a and b, that concentrate on early times, shows that the amplitudes of the dominant wavelength, \( \lambda = \lambda_{\text{max}} \approx 0.55 \) cm, is very good agreement between the model and the experiment. Fig. 4c, shows the results for later times. Since in DFT the difference between two consecutive wavenumbers is constant, the relative error of a given \( \lambda \) is inversely proportional to the corresponding wavenumber. For \( \lambda_{\text{max}} \) the error is approximately 12%. Although we observe an increasing departure of the growth rates from the linear model (dashed lines), the dominant wavelength given by the model is still close to the experimental one (solid line). One can expect that nonlinear effects account for this difference, since the shape of the frontline corresponding to these later times (see Fig. 3c and d) has the characteristic features of the nonlinear stage of the instability (e.g., the length of fingers is much larger than their separation). Another signature of nonlinear effects can be traced to the increased amplitudes of short wavelengths for late times. To see this, note that the experimental spectra shown in Fig. 3. We have chosen the amplitudes of the dominant wavelength, \( \lambda_{\text{max}} \), and of two other \( \lambda \)’s (a shorter one and a longer one). For early times, the agreement between the model and the experiment is very good. For late times, which start close to \( t = 120 \) min, there is an increasing departure from the linear model predictions.

5.4. Numerical simulations versus linear model

In this section we present results of the numerical solution of the 2D version Eq. (1). In particular, we simulate the evolution of the instability of the experiment reported in Section 5.1. In order to mitigate effects due to the finite width of the domain, we set \( L_x = \frac{25a}{a} \), so that the mirror boundary conditions at \( y = 0 \) and \( L_y \) do not play an essential role in the flow evolution. For the maximum extension along \( s \)-direction we take \( L_s \approx 8a \).

In order to choose the size of the grid steps, \( \Delta x \) and \( \Delta y \), one must verify that the numerical calculation has converged for the given value of the precursor thickness, \( h_1 \). In Section 4 we find that \( h_1 = 3 \times 10^{-3}a \) leads to a good agreement between experiments and simulations for the 1D stable stage. This value of \( h_1 \) requires \( \Delta x = 10^{-3}a \) to achieve convergence in the calculations. For the unstable stage, which requires the use of 2D simulations, this value of the grid step would give a mesh of \( 2 \times 10^8 \) cells. Since this number exceeds our computational facilities, we must perform calculations with a coarser mesh, and consequently, we are forced to use a larger \( h_1 \). The results obtained with \( \Delta x = 0.02a \) and \( \Delta y = 0.05a \) are reasonably close to convergence for \( h_1 = 10^{-2}a \), and thus we have a mesh with \( 2 \times 10^4 \) cells (for a detailed study of the numerical method see [18]).

We perform calculations for the unstable stage of the reported experiment (\( A = 6.75 \times 10^{-3} \) cm²) by perturbing the flow in two different ways at \( t = 0 \).
The initial condition of the simulation is obtained by perturbing the thickness of the profile \( h_0(x) \) given by Eq. (2). Along \( y \)-direction we use a collection of modes \( \lambda_i = 2L_y/i \) (\( i = 1, 2, \ldots, N \)) with random amplitudes \( A_i \) in the range \([-5 \times 10^{-4}, 5 \times 10^{-4}]\). The maximum of the perturbation is at the vertex of the parabola \( h_0(x) \) and we set a Gaussian decay towards the front and rear contact lines. Thus, we write

\[
h(x, 0) = h_0(x) - \delta(y) \exp \left[ -\frac{(x - x_{\text{max}})^2}{\sigma^2} \right],
\]

where

\[
\delta(y) = \sum_{i=1}^{N} A_i \cos \left( \frac{2\pi y}{\lambda_i} \right).
\]

\( x_{\text{max}} \) is the position of the maximum of \( h_0(x) \) (vertex) and \( \sigma \) controls the rate of spatial decay of the perturbation (here we use \( \sigma = 0.1 \) and \( N = 50 \)).

Fig. 5 shows the time evolution of the frontline obtained from the simulations. Here, the space coordinates and time are in units of \( a \) and \( t_c = 3 \mu a / \gamma = 7.04 \times 10^{-3} \) min, respectively. We observe that, in agreement with experiments, the early (linear) evolution of the perturbation determines the position of fingers and troughs.

Since the model developed in Section 5.2 has proved successful to describe the linear instability of the experiments (see also [15]), we use it here as a benchmark for our numerical simulations. Note that we resort to this approach due to the above mentioned difficulties in performing calculations with the (small) value of the precursor film required for a quantitative description of the experimental results. In order to perform this check of consistency, we apply the model starting from an early numerical power spectrum and obtain the evolved spectrum at a later time. Then, we compare it with the corresponding numerical spectrum. This comparison is shown in Fig. 6 for \( h_f = 10^{-4} a \) in both the model and the simulations. The solid lines are the results of the numerical code: the lower ones correspond to an early time \( t/t_c = 2000 \) and the upper ones to a later time.

The dashed lines are the predictions of the model. We see that even though there are two peaks for \( t/t_c = 4000 \) and 6000, the one with smaller wavelength \( (\lambda_{\text{max}} = 0.598 \text{ cm}) \) finally prevails (the relative error of \( \lambda_{\text{max}} \) is similar to the experimental one). There is a very good agreement between the simulations and the model not only in the value of \( \lambda_{\text{max}} \), but also in the growth rates of the dominant mode. The agreement is better for wavelengths close to \( \lambda_{\text{max}} \) than for longer ones [15].
cylindrical cap, we perturb both contact lines along $y$-direction by small $x$-displacements $\delta(y)$ (see Eq. (10)). Thus, the initial position of the front is given by $x_f(y) = x_{f0} - \delta(y)$, where $x_{f0}$ is the front position of $h_0 (x)$.

The comparison between the power spectra given by the simulation and the model is shown in Fig. 7 at $t/t_c = 4000$ and 6000. In this case, the agreement is also satisfactory and the dominant wavelength is $\lambda_{max} = 0.587$ cm. Note that in spite of using the same random amplitudes $\delta(y)$ in both numerical cases, the resulting spectra, Figs. 6 and 7, differ in detail, but they share the same dominant wavelength. In summary, for two different ways of triggering the instability we observe the same basic features in the power spectra: the initial development of two peaks and the final predominance of the one with the shorter wavelength, $\lambda_{max} = 0.59$ cm. Independently of how the instability is triggered, the evolution of the modal amplitudes are very well described by the model during the linear stage.

5.5. Experiments versus 2D numerical simulations

In spite of the impossibility of performing 2D numerical simulations for the value of $h_f$ estimated in the 1D stable stage ($h_f = 3 \times 10^{-5} a$), we compare here the experimental results with those of the 2D simulations with $h_f = 10^{-4} a$. We explore which features of the experiment can still be reproduced by the simulations, despite different $h_f$.

Fig. 8a shows a region of the schlieren picture at $t = 101.2$ min (see also Fig. 3b). The size of this region coincides with that of the domain in the 2D simulations. In order to make a comparison with the experiment, we perform on $h(x, y, t)$ the same procedure that the schlieren technique produces on the light rays deviated by the liquid free surface (the slopes $\partial h/\partial x$ and $\partial h/\partial y$ are related to the deviation angle by Snell’s law). Fig. 8b and c show the computational results for the contour plots of $|\nabla h|$ at the same time as the experiment, where the zones with $|\nabla h|$ less than a certain cut-off are shown in black. The cut-off value is obtained by using the values of the focal lenses and the diameter of the pinhole used in the experiment. Fig. 8b corresponds to the simulation obtained by perturbing the vertex of the cylindrical cap at $t = 0$, while Fig. 8c is for the perturbation at the frontline. Clearly, the zones of large $|\nabla h|$ (near the tips and at the rims of the troughs) are in agreement with the experiment. Due to the larger value of $h_f$ used in the simulations, the development of the instability is slowed down with respect to the experiment, and consequently, the ondulated frontlines shown in Fig. 8b and c have not yet developed longer fingers. However, both figures show the same features as the experiment, such as the position of main fingers and the average distance between them. Note also that the perturbations used in the simulations are arbitrary and are not related to the unknown (uncontrollable) perturbations that trigger the instability in the experiment.

In Fig. 9 we compare the numerical and experimental Fourier spectra at $t = 83$ min. As expected, due to the thicker precursor used in the calculations, the numerical modal amplitudes are smaller than the experimental ones. However, the dominant wavelength given by the simulations, $\lambda_{max} = 0.59$ cm, is very close to the experimental value, $\lambda_{max} = 0.55$ cm. Therefore, we
conclude that the simulations reproduce very well the average distance between the patterns, which is one of the main characteristics of instability development. It should be noted that the amplitude of the perturbations imposed at the vertex (case (a)) are much smaller than those imposed at the contact lines (case (b)). Since both cases lead to very similar amplitudes at a given time, this suggests that the vertex of the initial condition is more sensitive to perturbations than the contact lines.

6. Summary and conclusions

In this work we present a detailed comparison of experimental results and simulations of the spreading of a constant volume of fluid down a vertical glass substrate. For the sake of brevity, we restrict the discussion to a single experimental case and compare the experimental data with both the results of 2D simulations and the predictions of a linear model of the instability development.

We show results of an experimental spreading of a constant volume of PDMS oil down a vertical glass substrate. An anamorphic lens technique yields the thickness profile and the width of the film in the stable stage of the experiment. We use the results to precisely determine the thickness of the precursor film by comparing the evolution of the experimental profiles with 1D numerical simulations. The obtained thickness is 43 nm, consistent with the results reported in the literature. The schlieren technique is used to study the shape of the frontline after the onset of the instability by performing a discrete Fourier transform of the fluid frontlines. The resulting spatial spectra show a dominant wavelength which is determined in the linear stage of the instability development, and is maintained during the non-linear stage.

A semi-analytical model, previously developed in [15], is revisited for completeness. It successfully gives the amplitude evolution of the normal modes of the instability. Although its validity is restricted to the linear stage, its predictions are relevant since at this stage the fate of each mode is determined. In addition, this model is very useful to bridge experiments and simulations. An issue is that a direct comparison between experiments and simulations is difficult, since this would require very demanding computations. In fact, the use
of the value of $h$ that was found to precisely model the experiment in the stable stage, would demand a very fine grid (of the order of $2 \times 10^3$ cells). Thus, instead of trying to relate directly experiments and simulations, we verify the consistency of the numerical results by comparing with the model that uses a thicker precursor. These simulations also show that the main features of the emerging spectrum are independent of the details of the imposed perturbations. The results confirm that, except for some decrease of the growth rates, the numerical approach that uses a thicker precursor accurately describes the frontline instability.
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