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SUMMARY

Social tagging systems allow users to easily create, organize and share collections of Web resources in a collaborative fashion. Videos, pictures, research papers and Web pages are shared and annotated in sites such as Del.icio.us, CiteULike or Flickr, among others. The rising popularity of these systems leads to a constant increase in the number of users actively publishing and annotating resources and, consequently, an exponential growth in the amount of data contained in their folksonomies, the underlying data structure of tagging systems. In turn, the user task of discovering interesting resources becomes more and more difficult and time-consuming. In this paper the problem of filtering resources from social tagging systems according to individual user interests using purely tagging data is studied. One-class Support Vector Machine (SVM) classification is evaluated as a means to identify relevant information for users based exclusively on positive examples of their information preferences. It is assumed that users express their interest on resources belonging to a folksonomy by assigning tags to them, whereas there is not an straightforward method to collect uninterestingness judgments. Filtering interesting resources based on social tags is an important benefit of exploiting the collective knowledge generated by tagging activities of Web communities. In this paper, the results achieved with tag-based classification are compared with those obtained using more traditional information sources such as the full-text of Web pages. Experimental evaluation showed that tag-based classifiers outperformed those learned using the text of documents as well as other content-related sources. Moreover, tag-based classification becomes essential for folksonomies in which no additional content is available because of the nature of resources being stored (e.g. tagging of photos or videos).
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1. INTRODUCTION

Social tagging systems are a novel mechanism to share and classify resources, which has recently reached a great popularity over the Web. In sites such as Del.icio.us, Flickr or CiteULike, users annotate a variety of Web resources, including pages, blog posts, videos or pictures; using a freely chosen set of keywords or open-ended tags. In the simplicity for publishing and annotating content using an uncontrolled vocabulary lies the reason of the widespread success of social or collaborative tagging activity.

From an end-user perspective, the massive amount of generated content collected in folksonomies, the underlying data structure of tagging systems, poses the challenge of effectively finding interesting resources to read as well as filtering information streams coming from social systems. Folksonomies emerged from the collective behavior of users to organize and navigate the massive amount of freely accessible, user contributed and annotated Web resources. In spite of the novel mechanisms for searching and retrieving resources provided by this social classification scheme, the rapid increase in size of communities using social sites, the volume of published content and the unsupervised nature of tagging (leading to ambiguous and noisy tags among other problems), make the discovery of relevant resources a time consuming and difficult task for users.

Recent works have focused on applying recommendation technologies to folksonomies in order to assist users in selecting appropriate tags to resources and, to a lesser extent, finding relevant information and locating like-minded users. Particularly, tag-based profiling approaches inferring the user preferences for certain tags have been applied to personalized recommendation of resources. In these approaches, vectors of weighted tags or tag networks capturing co-occurrence and semantic relations are used to represent the user interests. However, social tags are expected to capture the collective knowledge of the community about shared contents as oppose to the personal view given by the user own tags.

In contrast to tag-based profiling approaches, this paper studies the utility of social tags as a source for modeling user interests. It is assumed that users are likely to be interested in additional content annotated with similar social tags to the ones collectively assigned to resources they showed interest in before. Thus, tags associated to resources annotated by a user can be used to build an interest profile that, in turn, can be applied to filter further incoming information from tagging systems (e.g. RSS feeds). In this approach, social tags can be thought of as indicators of user awareness and potential interest in a given resource, allowing users to capitalize on the associations made by persons who have assigned similar tags to other resources.

Tag-based classification is based on using the resources users annotate and have in their individual personomies (i.e. the restriction of the folksonomy to a single user) for training personalized classifiers that learns to recognize further potentially interesting resources. Since the tagged resource collection of a given user contains only positive examples of the user's interest,
interests, this is a special case of classification known as one-class classification. This problem consist in determining whether an example (a Web resource in this case) belongs to a target class (interesting or relevant to the user interests) when only positive examples of the target class are given.

The rest of the paper is organized as follows. Section 2 reviews related research about personalization in social tagging systems as well as tag-based classification in general. Section 3 gives a brief overview of one-class classification using Support Vector Machines (SVMs) classifiers. Section 4 summarizes the experimental setting including the dataset description, gathered from Del.icio.us bookmarking site, and the evaluation methodology. The empirical analysis carried out to compare content-based and tag-based classification of Web pages based on personomies is presented in Sections 5 and 6, respectively. Empirical findings are discussed in Section 7 and, finally, concluding remarks are stated in Section 8.

2. RELATED WORKS

Recent works have focus on the application of recommendation technologies to social tagging systems in order to assist users in finding relevant information, selecting appropriate tags for resources or locating like-minded users within a tagging community [25, 6]. Most of these works addressed the problem of tag recommendation as a mechanism to foster the convergence to a shared vocabulary using content-based methods [19, 20], collaborative filtering [37, 17, 39], text categorization [35, 3, 16], and other strategies [42, 26].

For personalized resource recommendation in folksonomies, tag-based profiling approaches emerged as an alternative to traditional content-based ones. In [27] and [8], a vector of weighted tags is obtained using their frequency of occurrence in the resources a user annotate and the inverse user frequency, respectively. In a similar way, tags weighted according to the fraction of the user tagging actions that they covered are used in [36] to generate hotlists of recommendations by combining tags and item overlapping in the construction of per-tag common interest networks. Firan et al. [10] investigated tag-based user profiles in contrast to more conventional profiles based on song and track usage in the music search portal Last.fm. The results showed that tag-based profiles significantly improve the quality of recommendations. Au Yeoung at al. [41] proposed an algorithm which performs graph-based clustering over the network of user tagged documents to identify interest topics and extract tag vectors starting from them. In [34], tag clustering is used to group tags with similar meanings as the basis for a personalization algorithm for recommendation in folksonomies. Both users and resources are modeled as weighted tag vectors and tag clusters are intermediary between them. On the one side, similarity among a user vector and tag clusters allows to understand what tag cluster is relevant for this user. On the other side, vectors describing resources are used to detect relevant resources for a given cluster of tags. Then, the recommendation algorithm uses a tag, a user profile and tag clusters as inputs and produces an ordered set of resources.

Graph representations were also proposed to model the relationships among tags in a user profile. Michlmayr et al. [23] compared tag-based profiles consisting of a single vector of weighted tags with graph representations in which nodes correspond to tags and edges denote co-occurrence or other relationships among them. Add-A-Tag [24] algorithm, extends this
model to include temporal information by updating the weights of edges in the graph using an evaporation technique known from ant algorithms for discrete optimization. The idea of using semantic relationships among tags in tag-based profiles has also been explored in [15], in which the semantic distance between two tags is calculated based on co-occurrence statistics and common sense reasoning.

User profiles in these works model the user preferences in terms of the tags a user employed instead of using social tags attached to resources in the user personomy. In consequence, resource discovery is constrained by the degree of coincidence between the user tags and the tags assigned by other members of the community to these resources. In this research, a user profile models the type of resources a user is interesting in exploiting the social tags attached to them, i.e. using a collective description of the resource.

The idea of exploiting social tags for supporting individual users in social tagging systems has been explored in some recent works. To build a user profile, the static textual description of items is integrated with a more dynamic one given by tags in [7]. This approach uses WordNet synsets for defining a semantic indexing of resources and tags are disambiguated using the textual content of the resource. Using this semantic representation of resources, a multivariate Poisson model for naïve Bayes text classification was used to evaluate whether tags improves classification of resources. The precision of content-based profiles was comparable with that of tag-based profiles, both social and personal ones, although results suggested that tags alone are not sufficient to provide accurate recommendations. Sen et al. [33] constructed implicit and explicit tag-based recommendation algorithms based on user inferred tag preferences. Inference is based on two direct signals of a user interest in a tag, if the user has applied the tag and if the user has searched for the tag, and a third implicit signal which is the tag quality, a user preference towards a tag may be correlated with its quality. Tag-based recommender systems, referred to as tagommenders, aim at filtering resources which appear relevant to target users according to their inferred preferences for tags. Vatturi et al. [40] create a personalized tag-based recommender for each user consisting of two NB classifiers trained over different time-frame. One classifier predicts the user current interest based on a shorter time interval and the other classifier predicts the user general interest in a bookmark considering a longer time interval. If any classifier predicts the bookmark as interesting, it is recommended. The user study results show that the tag-based recommender performs well with real data using tags from an enterprise social bookmarking system. In the same line, this paper presents the results of an empirical study conducted to determine the value of collective annotations for predicting resource interestingness for individual users and the impact of different representation preprocessing techniques tending to normalize tags.

Exploiting the collective knowledge encapsulated in social tags for classification of resources into general directories or hierarchical categories was studied in several works. Zubiaga et al. [44] explore the use of Support Vector Machines (SVM) to classify Web pages into their corresponding categories in the Open Directory Project (ODP) using the tags assigned to these pages in Del.icio.us. Besides tagging activity other meta-data like notes, comments and reviews were also evaluated for classification, finding that tags in conjunction with comments achieved good results for Web page classification. Moreover, if the motivation for tagging is considered it was found that users can be discriminated as categorizers or describers [18], having the tags assigned for the first type of users a greater utility for classification [43]. Noll
and Meinel [29] compare three different annotations provided by readers of Web documents for classification, such as social tags, hyperlink anchor texts and search queries of users trying to find pages. The results of this study suggest that tags seem to be better suited for classification of Web documents than anchor words or search keywords, whereas the latter ones are more useful for information retrieval. In a further study [28], the same authors analyzed at which hierarchy depth tag-based classifiers can predict a category using the ODP directory. It was concluded that tags may perform better for broad categorization of documents rather than for narrow categorization. Thus, classification of pages in categories at inferior hierarchical levels might require content analysis. In these studies tags demonstrate to be an important source of information for categorization, beyond the textual content of resources. However, this issue was analyzed for the problem of organizing resources in general taxonomies or directories, not from a personal perspective but from a social one.

3. ONE-CLASS CLASSIFICATION

User actions of assigning tags to resources are a strong indication of content relevance to the user interests. Consequently, positive examples of the user interests can be easily collected from folksonomies as users annotate resources. On the contrary, it would be hard to identify representative negative examples or non-interesting resources since users might not tag a potentially interesting resource because of multiple reasons, lack of time to tagging or even reading it, lack of motivation to tag, or simply not knowing about the existence of a given resource in a folksonomy.

The task of determining whether a document is interesting for a user using only positive examples for training can be seen as a one-class classification problem. One-class classification differs in one essential aspect from conventional classification as it assumes that only information of one of the classes, the target class, is available. The goal is to define a boundary between the two classes estimated from data belonging to the relevant class only, such that the classifier accepts as many of the target objects as possible while minimizes the chance of accepting outlier objects.

SVMs (Support Vector Machines) are a useful technique for data classification, which have been shown that is perhaps the most accurate algorithm for text classification, it is also widely used in Web page classification. Schölkopf et al. [32] extended the SVM methodology to handle training using only positive information and Manevitz et al. [21] applied this method to document classification and compare it with other one-class methods. In a previous work [11], SVM was compared with a prototype-based classifier such as Rocchio [31] and a density-based classifier such as the Combined One-Class Classifier (COCC) [13]. Both classifiers were outperformed by SVMs during experimentation.

Essentially, one-class SVM algorithm consists in learning the minimum volume contour that encloses most of the data and it was proposed for estimating the support of a high-dimensional distribution [32], given a set of training vectors $X = \{x_1, \ldots, x_l\}$ in $\mathbb{R}^n$. The aim of SVM is to train a function $f_X : \mathbb{R}^n \rightarrow \mathbb{R}$ such that most of the data in $X$ belong to the set $R_X = \{x \in \mathbb{R}^n \mid f_X(x) \geq 0\}$ while the volume of $R_X$ is minimal. This problem is termed
minimum volume set (MVS) estimation, and the membership of \( x \) to \( R_X \) indicates whether this data point is overall similar to \( X \).

One-class SVM solves MVS estimation by first mapping the data into a feature space \( \mathcal{H} \) using an appropriate kernel function \( \phi : \mathbb{R}^n \rightarrow \mathcal{H} \) which transforms training examples into another space. Here, a sigmoid kernel is used, formulated as \( \tanh(\gamma x_i^T x_j + r) \), where \( r \) is as a shifting parameter that controls the threshold of mapping. For training, a certain number of examples of the positive class are treated as if they belong to the negative class. SVM approach proceeds in \( \mathcal{H} \) by determining the hyperplane \( W \) that separates most of the data from the hypersphere origin, separating a certain percentage of outliers from the rest of the data points.

In order to separate the data points from the origin, the following quadratic programming problem needs to be solved:

\[
\min_w \frac{1}{2} w^T w - \rho + \frac{1}{l} \sum_{i=1}^{l} \xi_i
\]

subject to

\[
w^T \phi(x_i) \geq \rho - \xi_i
\]

and \( \xi_i \geq 0, i = 1, 2, \ldots, l \)

where \( \xi_i \) are so-called slack variables and \( \nu \) (\( \nu_u \)) tunes the fraction of data that are allowed to be on the wrong side of \( W \); this parameter defines the trade-off between the percentage of data points treated as belonging to the positive and negative classes. Then a solution is such that \( \alpha_i \) verifies the dual optimization problem:

\[
\min_\alpha \frac{1}{2} \alpha^T Q \alpha
\]

subject to

\[
0 \leq \alpha_i \leq \frac{1}{(\nu l)}, i = 1, \ldots, l
\]

\( e^T \alpha = 1 \)

where \( Q_{ij} = K(x_i, x_j) \equiv \phi(x_i)^T \phi(x_j) \).

In this work we used LibSVM\footnote{http://www.csie.ntu.edu.tw/~cjlin/libsvm/} library which solves a scaled version of 2 as follows:

\[
\min_\alpha \frac{1}{2} \alpha^T Q \alpha
\]

subject to
0 \leq \alpha_i \leq 1, i = 1, \ldots, l

\mathbf{e}^T \mathbf{\alpha} = \nu l

Finally, the decision function is:

\text{sgn} \left( \sum_{i=1}^{l} \alpha_i K (x_i, x) - \rho \right)

In order to adjust the kernel for obtaining optimal results, the parameter \( \gamma \) needs to be tuned to control the smoothness of the boundary. In the sigmoid kernel, \( \gamma \) serves as an inner product coefficient in the hyperbolic tangent function. Lower \( \gamma \) values lead to smoother functions, which prevents overfitting of classifiers to training data. Higher values of \( \gamma \) result in flatter decision boundaries, which are useful to reproduce highly irregular decision boundaries. This parameter is initially set to the default \( \gamma = 0 \), variations of this value are then discussed in Section 7.

4. EXPERIMENTAL SETTING

Empirical evaluation was carried out using data collected from Del.icio.us social bookmarking system. From this site, 200 complete personomies were gathered from randomly chosen users. Each personomy includes all of the user bookmarks and their corresponding tag assignments. In this collection, the size of personomies range from as few as 11 and as many as 5610 bookmarks with an average of 1260.02 resources per personomy. For each Web page, all tags assigned by other members of the community were also extracted from Del.icio.us, obtaining the full tagging activity (FTA) or annotations related to each resource.

From the total set of resources gathered from Del.icio.us site, experiments reported in this paper were performed over English-written pages, identified using the classification approach presented in [4]. Hence, language-dependent pre-processing tasks were evaluated over both texts and social tags. Given the formal definition of a folksonomy as the tuple \( \mathcal{F} := (U, T, R, Y, \prec) \) which describes the users \( U \), resources \( R \), and tags \( T \), and the user-based assignment of tags to resources by a ternary relation between them, i.e. \( Y \subseteq U \times T \times R \) [14], the resulting folksonomy counts with \(|U| = 200\) users and \(|R| = 252,104\) bookmarks or Web pages. The users in \( U \) create a total of \(|T| = 172,154\) unique tags, related to the resources in \( R \) by a total of \(|Y| = 907,480\) tag assignments. In addition, the resources in \( R \) received a total of 4,735,729 tag assignments with 1,031,287 different tags from the entire user community.

Table I summarizes the main statistics of this collection of Web pages averaged by personomy. It includes the number of unique terms in the full-text of resources belonging to the different personomies as well as in the text from links and titles. It also contains the number

\text{http://users.exa.unicen.edu.ar/~dgodoy/perso200delicious.html}
Table I: Summary of Web page statistics per personomy in the dataset used for experimentation of tags assigned by members of the community to the resources of each user, considering the overall top 10 tags and the full tagging activity. The effect produced in these numbers by two tag filters explained in Section 6 is also detailed. The average numbers of each element correspond to the number of features classifiers have to deal with during learning.

In all experiments reported in this paper, evaluation was carried out using a holdout strategy that split data into a 70% for training and a 30% for testing. In order to make the results less dependent of the data splitting, in all experiments the average and standard deviation of 10 runs for each user is reported. In other words, each personomy was divided into a training set used to learn the classifier and a testing set used to assess its validity. Since this testing set only contains interesting examples, uninteresting pages were extracted from the personomies of other users to evaluate the algorithm capacity of distinguishing uninteresting resources. This is, the testing set was created using the test set from the target user plus an equivalent number of Web pages gathered from a different personomy in the collection. This second personomy was randomly chosen among those presenting neither resource nor tag intersection with the current user. In other words, it is assumed that two users having no common resources in their personomies and using completely different tags do not share interests, so that one user resources will be uninteresting to the other one. Although this may be not strictly true, this assumption allows the creation of a negative set for testing and its violation can only lead to a underestimation in the precision of classifiers (i.e. some pages in the test set may be relevant in spite of being considered irrelevant, then a correct prediction will be counted as a false positive when it is in fact a true positive).

For evaluating classifiers, precision and recall metrics were used [2], while error-bars indicate standard deviations. Precision is defined as the number of relevant selected resources divided by the number of selected resources during filtering. Recall is defined as the number of relevant selected resources divided by the total number of relevant resources available. F-Measure, denoted $F_\beta$, is a combination of precision and recall in which $\beta$ sets the relative degree of importance attributed of both metrics. In all experiments reported in this paper $F_1$ score was used, which can be interpreted as a weighted average of precision and recall.
5. CONTENT-BASED CLASSIFICATION

Content is one of the main sources of information for determining the relevance of Web pages for users. It is assumed that similar contents to those previously seen by the user will be also interesting. In order to establish the relative importance of content and social tags in personal Web page classification, the performance of one-class classification over textual elements obtained from documents was first evaluated so that it can be use as baseline for comparing the performance of tag-based classifiers.

Web page texts were filtered using a standard stop-word list and Porter stemming algorithm [30] was applied to the remaining terms. Figure 1 shows the results of training classifiers for identifying interesting Web pages using different textual sources such as the full-text of documents, the text attached to links (i.e. the visible, clickable text in a hyperlink) and the page title. Each of these elements is extracted from pages belonging to a user personomy to learn a classifier or user profile. F-measure scores achieved with different values of \( \nu \) (\( \nu \)u) parameter of one-class classifiers are showed in the figure.

Classification using full-text obtained the best results, closely followed by results obtained using the text from links. The titles of resources alone, however, did not turn out to be a good source of information for filtering interesting resources. Naturally, this is caused by the relatively small set of features or terms involved in learning and prediction when only titles are considered instead of the full-text of pages.

The relatively low scores of F-measure is caused by the absence of negative information during learning. In addition, in the negative testing set might be some interesting pages, due to possible violations of the assumption that users do not share interests if their personomies do not intersect each other. Nevertheless, text classifiers were capable of recognizing part of the user interests and are a valuable source for filtering massive amounts of information from incoming data streams.

6. SOCIAL-BASED CLASSIFICATION

Social tagging systems on the Web owe their success to the opportunity of freely determining a set of tags for a resource without the constraint of a controlled vocabulary, lexicon or pre-defined hierarchy [22]. However, the free-form nature of tagging also leads to a number of vocabulary problems. Multiple reasons can caused tag variations [12, 38, 9]:

- inconsistent grouping of compound words consisting of more than two words. Often users insert punctuation to separate the words, for example ancient-egypt, ancient_egypt and ancientegypt;
- use of symbols in tags, symbols such as #, -, +, /, :, &, ! are frequently used at the beginning of tags to cause some incidental effect such as forcing the interface to list a tag at the top of an alphabetical listing;
- morphological problems given by the use of singular, plural or other derived forms of words. For example, blog, blogs and blogging.
To prevent syntactic mismatches due to the factors above mentioned the effect of different filtering strategies for tags was evaluated. First, original raw tags were filtered to remove the symbols mentioned before, allowing to join compound words at the same time. Then, the remaining tags were stemmed to their morphological roots using Porter stemming algorithm.

In addition to the mentioned pre-processing strategies for tags, different representations of the resulting tag vectors describing resources were empirically evaluated. Social tags were considered in two forms: (1) the overall top 10 tags associated each resource in the folksonomy, i.e. the more popular tags assigned to a resource; (2) the full tagging activity (FTA) of a resource, i.e. the complete set of tags assigned for users to such resources.

Frequency-based and binary representations of the resulting tag vectors were also considered and compared for both FTA and top-10 descriptions. Binary vectors were constructed to indicate the occurrence or non-occurrence of a given tag in the list of tags a Web page is annotated with. Frequency vectors indicate the number of users that employ a given tag to annotate such resource; this is $f_{ij}$ is the frequency of usage of tag $i$ for the resource $j$, these vectors were normalized according to their length.

6.1. Results using the full tagging activity

Figures 2 depicts F-measure scores achieved with one-class SVM classifiers learned using the full tagging activity associated to resources, i.e. all tags assigned to each resource by members of community. Figures 2(a) and (b) show the results for frequency-based and binary representations of the resulting tag vectors, respectively.

In both figures, results are shown for raw tags as well as tags resulting from applying the mentioned filtering strategies, first symbol removal and then stemming. In regard to the tag

![Figure 1: F-measure scores using different content-related sources for classification](image-url)
filtering operations it can be deduced according to the results in figure 2(a) that removing symbols and joining compound words as well as performing stemming did not improve the performance of classifiers, even harming their behavior in some cases. Binary representations outperformed frequency-based ones in terms of classifiers effectiveness and, in this case, filters attain small performance enhancements over raw tags.

6.2. Results using the top-10 tags

Figure 3 depicts the results using the same configuration of experiments but applied to vectors obtained using the top 10 tags attached to resources, i.e. the most popular tags assigned to each resource in the entire folksonomy. In general terms, the results of using binary representation for tag vectors, which are shown in 3(b), provides a significant improvement over normalized frequency vectors. Like in the previous experiments, in this representation scheme removing symbols and joining compound words lead to small improvements. However, the use of stemming seems to have a positive effect over raw tags.

7. SUMMARY OF RESULTS

Figure 4 summarizes the results obtained for full-text classification of Web resources and tag-based classification using both the top 10 tags associated to each resource and the full tagging activity in both their frequency-based and binary representations.

In the figure, it can be observed that the results of using frequency-based representations of tag vectors (both FTA and top-10) are the ones showing the poorest performance among
the different classifiers. The main source of information about the content of a resource, which is the text of the resource itself, leads to a medium performance. Both frequency-based and content-based classifiers are consistently outperformed by the use of social tags when a binary representation of tag vectors is applied. Saliently, the top 10 vectors behaves slightly better than the FTA vectors in their binary representations.

Classification based on binary-based representations using the full tagging activity of resources as well as the top 10 tags reached best performance among tag-based classifiers. In contrast, the use of frequency-based tag vectors exhibit inferior performance in identifying interesting Web pages for users. An important result is that richer representation obtained from the full tagging activity of resources leads to similar or even inferior classification results than the reduced representation using only the top 10 tags.

Figure 5 shows the results of using the same information sources for classification setting $\nu$ to 0.2, the point at which the best results were achieved, and varying the value of $\gamma$ during learning of one-class SVM classifiers. Higher values of $\gamma$ lead to small increases in F-measure scores, so the best scores are achieved in the interval $0.8 < \gamma < 1$. More importantly, for gamma values $\gamma > 0.6$ any form of representation of social tags, even frequency-based, outperforms full-text classification. Like in previous results, binary representations are the best performing. More importantly, top-10 tag vectors improves the results of FTA vectors by a wider margin after $\gamma > 0.2$

The last observation becomes important as it impacts directly on learning complexity. Indeed, tag-based classifiers extracted from the top 10 list of tags are learned in a smaller dimensional space than full-text classifiers and yet they are better predictors. Likewise, top-10 tag vectors level the results of classifiers considering the full tagging activity of resources, which are also learned in a higher dimensional space. Table I summarizes the number of unique
features, terms or tags according to the case, the classification problem have to deal with in each case to illustrate this issue.

It is worth mentioning that full-text is used in these experiments as baseline for comparison, but this source of information is not always available in social tagging systems in which resources can be a variety of things, such as images, music, bibliographic references, etc. In these situations, classification must entirely rely on social tags. Thus, it can be concluded...
that collective knowledge lying in folksonomies becomes a valuable source of information for automatic, personal classification of Web resources.

Figure 6 summarizes the performance of content and tags-based classifiers in terms of accuracy for $\nu = 0.2$ and $\gamma = 1$, the parameter setting leading to the best results in the reported experiments. Confirming previous results, if the classifiers capability of making correct decisions is considered, tags-based classifiers outperformed full-text ones. Also, among tag-based classifiers those based on binary representations demonstrate a superior performance. For both representation alternatives, vectors using for training the top 10 tags assigned to each resource were the ones of superior performance. Thus, top 10 tags offers good accuracy levels and, at the same time, an important reduction in learning and prediction complexity given the smaller size of the dimensional space.

Finally, the incidence of the different sources of information for filtering Web pages, content or social tags, is analyzed according to the size of persononomies in Figure 7. For studying this aspect of classification, the 200 users were divided into five groups according to the amount of resources in their persononomies. In the first group users having less than 300 annotated resources were placed, then users having from 300 to 600 resources, 600 to 1000, 1000 to 2000, and more than 2000 resources.

Along the different personomy sizes one-class classifiers showed similar F-measure scores. The difference between social tags and full-text as source for classification is more noticeable in smaller persononomies, in which a few documents are available to learn a classifier, than in medium-size and large persononomies, in which more text is available for content-based classification. For these persononomies taking advantage of the collective knowledge from folksonomies results crucial for accurately filtering interesting results.
8. CONCLUSIONS

In this paper the value of social tags in filtering resources from social tagging systems according to the interests of individual users was empirically assessed. One-class classification was used to learn user interests from diverse content-related sources, including full-text, text from links and titles; as well as social tagging sources, including the top 10 list of all tags associated to resources and their full tagging activity. Then, the extend to which each source can contribute to automatic, personal Web document classification was empirically evaluated and compared.

Experimental results obtained with a set of personomies extracted from Del.icio.us bookmarking system showed that tag-based classifiers outperformed content-based ones. Some tag filters such as removal of symbols, joint of compound words and reduction of morphological variants have a discrete impact on classification performance. It was observed that binary representations of tag vectors were the best performing in terms of learning and prediction. In addition, tag-based classifiers learned using only the overall top-10 tags associated to resources reached superior performance levels than those learned using the full tagging activity even though they are learned in a considerably smaller dimensionality space.
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