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Abstract—Discovery and replacement are two of the main promises of Service Oriented Computing. There has been much research on this topic for traditional SOAP-based Web Services. Although the original propose for REST service lacks of this feature, some researchers have study how to perform discovery for REST services using both IR based techniques and semantic techniques. This work presents a novel IR-based discovery approach for REST services described via WADL files. Our approach takes advantage of unsupervised machine learning techniques for improving discovering results. This approach relies on clustering algorithms, such as K-means or X-means, to reduce the search space for a given query. The experimental results shows that using an appropriated a clustering technique, our approach reported nearly 4 times higher F-measure than a traditional IR-based search engine, namely Apache Lucene. Additionally, the experiments report other metrics, such as Recall, Precision, Precision at-10 and Recall at-10, that also point out that the proposed approach outperforms Lucene. Finally, another important contribution is a set of queries and WADL files gathered from Internet that can be used for evaluating future discovery proposals.
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I. INTRODUCTION

Representational State Transfer (REST) is a service paradigm that was firstly proposed by Roy Fielding in 2000 [1]. REST is an architectural style for creating scalable Web Services, called REST services. REST services are based on entities, which are known as resources, and can be identified by a URI. REST APIs defined Create, Read, Update and Delete (CRUD)-like operations over the entities. These operations are mapped to the well known HTTP request methods (POST, GET, PUT and DELETE).

Besides providing a simple four-operation API, REST has been proved to be interoperable [1] because it is based on well-known Internet protocols. Furthermore, REST network requirements tend to be significantly lower than SOAP-based Web Service requirements, which a desirable characteristic for many systems, particularly for systems running in mobile devices [2].

In traditional Service Oriented Computing (SOC), discovering service is a key feature. This is because it enables service providers to easily advertise their services, while service consumers can find the services that they need [3]. In SOAP-based Web Services, this was originally provided by the Universal Description, Discovery and Integration (UDDI) standard. Although UDDI has not been widely accepted, the importance of service discovery has motivated a wide range of research [4], [5]. Because of its importance, discovery has been also a research topic in REST services [6], [7], [8]. Like in SOAP-based Web Services, there are two main approaches for REST discovery: information retrieval (IR)-based [8] and semantic based [6].

In this paper, we present a novel IR-based discovery approach for REST services. Our approach automatically indexes REST services described by means of their Web Application Description Language (WADL) files. WADL is an XML-based language for describing resources and the available operations for these resources. In addition to traditional IR techniques, our approach uses clustering techniques for reducing the search space and incrementing Recall and Precision in order to achieve high effectiveness.

The rest of the paper is organized as follows. Section II discusses previous works in service discovery and particularly in REST discovery. Section III outlines the proposed approach. Then, Section IV presents the evaluation of the approach. Finally, Section V concludes the paper and introduces future research topics.

II. BACKGROUND

Regarding describing REST services, there is no standard, but several alternatives have been proposed by both industrial and academical entities. hRESTs [9] was proposed in 2008 as an extension to HTML for describing REST services. It allows adding a machine readable description of the REST service to the page that describes it. Another proposal for representing REST services is WADL. WADL was submitted

1WADL Submission to W3C: http://www.w3.org/Submission/wadl/
Firstly, ontologies, even two ontologies for the same domain, are not compatible among them; therefore, they need to be mapped to make them compatible [12]. Secondly, processing ontologies might have a very high computational complexity; even more, some ontologies might be non-computable at all, such as the ones defined by means of OWL-Full\(^3\). Finally, since SOAP-based service developers, even in large enterprises [13], tend not to care about textual comments and names in their WSDL documents [14], it is improbable that they would correctly annotate services with complex ontological information.

Although researchers have proposed several approaches for implementing SOAP-based Web Service registries, REST service registries present new challenges. The first problem is that there is no uniform manner of describing REST services. Despite the existence of specific language, such as WADL, for describing REST services, many developers describe their services in ad-hoc Web Sites [15], [8]. This is true even for large Internet based companies, like Google\(^4\) or Facebook\(^5\). Considering this, Liu et al. [8] have developed a neuronal network based classifier for determining whether a Web site describes a REST service. For training this classifier, the authors extract very particular features of the Web pages, such as if they contain keywords like API, REST, or WADL. Using this classifier, the authors propose an automatic crawler for a REST service registry. The final REST service registry is implemented using Apache Lucene\(^6\), a well-know framework for implementing search engines. Notice that the main contribution of [8] is not the search engine, but the REST service identification process for automatic crawling, e.g., identifying Web pages that describe REST services.

In [7], the authors present a framework for describing and discovering REST services through semantic information. Like in SA-REST, this work proposes to describe REST services via Web pages annotated with semantic information using RDF. The proposed representation focuses on resources and their relationships. There is a particular kind of relation that is a link between a service and its consumer. These relations are used to discover and link services that are relevant for a particular service consumer based on services consumed by the same kind of consumers. Although this work presents a complete framework for describing and discovering services, there is not a comprehensive evaluation of this framework, but a case study.

There are works that aim at improving Web Service registry performance through machine learning techniques [16], [17]. Web Service Query By Example (WSQBE) [16] is a Web Service registry that uses Java interfaces source code to search SOAP-based Web Services with a similar structure. WSQBE uses the Rocchio classification technique for reducing the

\(^3\)OWL sub-language: http://www.w3.org/TR/2004/REC-owl-features-20040210/#s1.3

\(^4\)Google Map API: https://developers.google.com/maps/documentation/webservices

\(^5\)Facebook Graph API: https://developers.facebook.com/docs/graph-api

\(^6\)Apache Lucene: http://lucene.apache.org/
search space. In [17], the authors propose a SOAP-based Web Service registry that uses clustering for reducing the search space, while improving the results quality. Experimental results show that the proposed methodology outperforms previously presented Web Service registries. One of the main advantages of using clustering over classification is that the former does not require a manually labeled data-set to be trained.

III. CE-RSR: CLUSTER ENHANCE REST SERVICE REGISTRY

In this work, we propose an IR-based REST service registry, called Cluster Enhanced REST Service Registry (CE-RSR), that take advantage of clustering technique for improving its performance. The proposed registry indexes REST services using their description in WADL. CE-RSR uses a six-step process for indexing each REST service. This process is depicted in Figure 1. These steps are further described below:

1) Extracting Terms: this step consists in processing the WADL files in order to obtain all the relevant terms. Firstly, a set of strings is retrieved from the WADL. Since these string might be composed by more than one term, they are split assuming cammel case convention, i.e., compound names are written such that each word begins with a capital letter. For example, “compound-name” would be split into “compound” and “name”. The strings are extracted from the following properties and tags of the WADL files:
   a) Value of the path property for each resource tag. Although this string is part of the resource URI, it is usually a human friendly text.
   b) Value of the name property for each param tag.
   c) Value of the id property for each method tag.
   d) Value of the name property for each doc tag.
   e) The content of each doc tag, which is the documentation for the WADL file.

2) Removing Stop Words: this is a common preprocessing step in text mining that consists in removing common words that do not provide relevant information. Examples of these words for English are “a”, “the”, “with” and “to”.

3) Porter Stemming: this step consists in reducing words to their morphological root. For example, related words, such as computing, computer and compute, are reduced to the same string, e.g., “comput”. For this step we use the well-known Porter stemming algorithm [18].

4) Calculating TF-IDF: this step consists in calculating the vectors that represent the WADL files using the well-known TF-IDF technique for weighting the terms. TF stands for Term Frequency and represents the importance of a term in a document. IDF stands for inverse document frequency and represents how infrequent is the term in the document corpus. Formally, TF-IDF is defined as:
   
   \[ TF - IDF(term, Doc, Corpus) = \frac{TF(term, Doc)}{IDF(term, Corpus)} \]

   \[ IDF(term, Corpus) = \log \frac{\text{|dococcurrences(term, Doc)|}}{\text{|Corpus|}} \]

5) Clustering: this step consists in creating groups of REST services according to their WADL files similarity. CE-RSR supports different clustering techniques. Currently, CE-RSR supports the following clustering technique: K-means, Bisecting K-means (BK-means), X-means [19], Hierarchical and Expectation Maximization (EM). All these technique implementations, but Bisecting K-means, are provided by Weka 3.6.10 [20]. Bisecting K-means was implemented using Weka K-means implementation.

6) Indexing Cluster N: this step is repeated for each cluster resulting from the previous step. It involves creating an index for each cluster, i.e., each cluster would have its own index for the WADL files in that cluster. Notice that, depending on the selected clustering technique, the number of cluster, therefore the number of indexes, might or might not be known a-priori. For creating the indexes, we have relied on the Lucene framework.

The querying process of CE-RSR follows a similar six-step process to the one used for indexing the documents. Figure 2 outlines the querying process. The first step, namely Extracting Terms, is an optional step that depends on the query format. CE-RSR accepts queries in form of a set of strings or, as WSQBE [16], in form of a Java class. In the later, the Extracting Terms step analyses the Java source code for extracting names and comments. Then, steps 2 through 4 are exactly the same as in the indexing process. Then, the fifth step is cluster related, but instead of creating the clusters, the query is compared against the cluster models generated during the indexing process to retrieve the most likely cluster for the query. At this point, CE-RSR automatically dismisses REST services that are not in the selected cluster as irrelevant. This effectively reduces the search space. The final step consists in querying the Lucene index for the selected cluster, this step is performe by the Lucene framework.

IV. EVALUATION

In order to assess CE-RSR effectiveness, a 293 WADL file data-set was gathered from the Internet. This data-set was manually gathered by UNICEN system engineering major students. The students used Google for searching file of the type WADL and manually determined which of the Google results were real WADL files. For this data-set, we created a set of 14 queries and manually determine which WADL files are relevant to each query. This mapping query-WADL file was used to assess CE-RSR effectiveness. We use three classic IR metrics, namely Recall, Precision and F-Measure, to assess CE-RSR and determine which clustering technique performed better [16].
Recall is a metric that measures the fraction of relevant elements that were retrieved by the registry. For example, if the data-set contains 4 WADL files relevant for a given query and the retrieved list of WADL files only has 1 of them, Recall is 0.25. Formally, Recall is defined as:

$$Recall = \frac{|retrievedRelevantDocuments|}{|relevantDocuments|}$$

Precision measures the fraction of relevant elements in the retrieved list. For example, if the registry retrieved 5 WADL files for a given query, but only 2 of them are relevant for the query, Precision is 0.2. Formally, Precision is defined as:

$$Precision = \frac{|retrievedRelevantDocuments|}{|retrievedDocuments|}$$

Finally, F-Measure metric combines the two previous metrics using the harmonic mean. F-Measure is defined as:

$$F-Measure = \frac{2 \times Precision \times Recall}{Precision + Recall}$$

The reported results are the arithmetic means of the values obtained for each query. We have also used variants of this metrics known as Recall at-X, Precision at-X and F-Measure at-X. These metrics are defined as above, but only the first X retrieved documents are considered. This was done because users who search in the Internet are highly likely to consider only the first results and disregard the rest. Furthermore, the probability that a user considers a given results decreases drastically with the result position [21], being nearly nonexistent after the tenth position. Therefore, we have considered Recall at-10, Precision at-10 and F-Measure at-10. Finally, we have also calculated Precision at-1, which can be seen as the fraction of queries for which the first retrieved result was relevant.

To provide a baseline, we indexed the WADL files using Lucene without any clustering technique. However, we performed the same prepossessing that CE-RSR applies to the WADL files. Otherwise, the WADL keywords might introduce irrelevant terms that negatively impact on Lucene performance. Notice that this evaluation is also relevant because a previous work [8] have suggested using Lucene for indexing/retrieving REST services.

Table I presents the results obtained for Lucene. Notice that the achieved Recall is 1, i.e., a perfect score. However, the achieved Precision is 0.139, i.e., which is very low. The Recall is 1 because Lucene retrieves a large list of candidate WADL files in which there are all the relevant REST services. Notice that this evaluation is also relevant because a previous work [8] have suggested using Lucene for indexing/retrieving REST services.

Table I

<table>
<thead>
<tr>
<th></th>
<th>Lucene</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-Measure</td>
<td>0.244</td>
</tr>
<tr>
<td>Recall</td>
<td>1.000</td>
</tr>
<tr>
<td>Precision</td>
<td>0.139</td>
</tr>
<tr>
<td>F-Measure at-10</td>
<td>0.412</td>
</tr>
<tr>
<td>Recall at-10</td>
<td>0.833</td>
</tr>
<tr>
<td>Precision at-10</td>
<td>0.273</td>
</tr>
<tr>
<td>Precision at-1</td>
<td>0.933</td>
</tr>
</tbody>
</table>
impacts on the F-Measure for which the obtained value is also low. However, when considering the first 10 results, Precision and F-Measure are significantly higher, though the obtained Recall value is lower. This indicates that Lucene tends to retrieve the relevant documents in the first positions. Furthermore, Precision at-1 was 0.933 meaning that for most of the queries a relevant WADL file was retrieved in the first position.

We evaluated CE-RSR using different clustering techniques provided by Weka, namely K-means, Hierarchical, X-means and EM. We also have implemented BK-means, which consists in a hierarchical cluster of N levels in which a K-means of 2 clusters is applied. For example, BK-means with 1 level divides the input set into 2 clusters. However, when BK-means is run using two levels, the input set is first divided into 2 cluster, and then each cluster is also divided into 2 cluster resulting in 4 final clusters.

The behavior of these clustering algorithms can be modified using different parameters. For instance, K-means can use different distance metrics, such as Euclidean or Manhattan distance; besides, the number of the cluster is also a parameter for K-means. In our experiments, we have only varied the parameters related with the number of cluster. The selected values for the other parameters were the default Weka parameters for each clustering technique. Regarding the parameters related with the number of clusters, these were the selected value:

- the number of clusters for K-means was set in values ranging from 5 to 45
- the maximum number of clusters for Hierarchical was set in values ranging from 5 to 35
- the maximum number of clusters for X-means was set to 50
- the maximum number of clusters for EM was set to no limit.
- finally, for BK-means, which is not included in Weka, we evaluated different number of levels ranging from 2 to 7.

Table II presents the obtained results for CE-RSR with K-means clustering. Table III shows CE-RSR with BK-means results and Table IV shows the results for CE-RSR with Hierarchical clustering, X-means and EM. The three tables present not only the metric values, but also the improvement when compared to the Lucene baseline. The improvement is enclosed within parentheses and can be negative, which means that for that particular metric the CE-RSR performed worse than Lucene. Finally, the better results within the three tables are highlighted in bold.

The greater improvement for F-Measure was obtained using K-means, particularly K-means with 45 clusters obtained the greatest F-Measure. Using BK-means also caused a strong improvement in most cases, but F-Measure resulted in a similar level when using BK-means with 6 levels, i.e., 64 clusters. CE-RSR with Hierarchical clustering brings about mixed results, generally unfavorable. X-means improved the results of F-Measure in approximately a 100%. Although this value is high, the improvements are significantly lower than the ones obtained with K-means. Finally, EM cluster results were fairly similar to the ones achieved using Lucene.

Regarding Recall, Lucene achieved a perfect score. Therefore, CE-RSR did not improve Recall, and generally performed slightly worse. Since the Recall metric cannot be improved, all the improvements in F-Measure stemmed from the improvements in Precision. In particular, in the CE-RSR using K-means with 45 clusters, which had the highest F-Measure improvement, the Recall was 0.85, i.e., 15% less than the one obtained by Lucene. However, the Precision for CE-RSR using K-means with 45 clusters was 0.688, which is almost 4 times the Precision obtained by Lucene.

Regarding F-Measure at-10, Recall at-10 and Precision at-10, the best results were also obtained by CE-RSR using K-means with 45 clusters. Notably for this scenario, these three metric values were the same to the ones for F-Measure, Recall and Precision. Despite this, the improvements were significantly lower because F-Measure at-10, Recall at-10 and Precision at-10 for Lucene were higher than their unrestricted counterpart, namely F-Measure, Recall and Precision.

The final metric in Tables II, III and IV is Precision at-1. For this metric, Lucene had reached an score of 0.933, i.e. a near maximum score. As a result, Lucene outperformed CE-RSR with most clustering techniques. However, CE-RSR using K-means with 45 clusters obtained the same score as Lucene.

The best performance for CE-RSR was obtained using K-means with 45 clusters. This combination reported the highest scores for six out of the seven metrics. Notice that for Precision at-1 Lucene also achieved the highest score. The only metric for which CE-RSR using K-means with 45 clusters did not reach the highest score was Recall. In this case, Lucene outperformed CE-RSR using K-means with 45 clusters by 15%. However, the Recall metric value was 0.85, which is a high Recall score. Furthermore, the reduction on this metric is compensated by the gain in the Precision metric resulting in an increase of the F-Measure of 211%.

Finally, since K-means was the clustering algorithm that obtained the best performance, we further evaluate this algorithm adding a wider range of clusters. For this experiment, the number of cluster ranged from 5 to 50 with an step of 5. Figure 3 details the experimental results. Recall varies from 0.65 to 0.85, but the value is relatively stable as the number of clusters increases. In contrast, Precision tends to grow when more clusters are added. As a result of this, F-Measure also tends to grow when more cluster are added. After 40 clusters, Precision seems to be stable. Once again, the best results for CE-RSR was obtained using 45 clusters, but K-means with both 40 and 50 clusters reported similar results.

V. CONCLUSIONS

This paper presents a novel approach for searching REST services. This approach combines techniques from IR with clustering techniques. Our results point out that using an appropriate clustering algorithm can improve IR based REST service registries effectiveness. The experiments have taken
Table II
CE-RSR RESULTS I

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>F-Measure</td>
<td>0.369 (51.22%)</td>
<td>0.406 (66.39%)</td>
<td>0.587 (140.57%)</td>
<td>0.606 (183.24%)</td>
</tr>
<tr>
<td>Recall</td>
<td>0.844 (+15.0%)</td>
<td>0.64 (+36.8%)</td>
<td>0.767 (+45.3%)</td>
<td>0.823 (+17.7%)</td>
</tr>
<tr>
<td>Precision</td>
<td>0.236 (69.78%)</td>
<td>0.297 (113.66%)</td>
<td>0.476 (242.44%)</td>
<td>0.603 (333.81%)</td>
</tr>
</tbody>
</table>

| F-Measure at-10 | 0.426 (3.39%)  | 0.411 (+0.23%) | 0.57 (38.34%) | 0.67 (62.62%) | 0.762 (84.95%) |
| Recall at-10    | 0.778 (+6.6%)  | 0.573 (-31.2%) | 0.757 (-9.12%) | 0.85 (+20.4%) |
| Precision at-10 | 0.293 (73.2%)  | 0.32 (17.2%)  | 0.481 (36.19%) | 0.601 (120.14%) | 0.691 (153.11%) |

Table III
CE-RSR RESULTS II

<table>
<thead>
<tr>
<th>BK-means 2</th>
<th>BK-means 4</th>
<th>BK-means 6</th>
<th>BK-means 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-Measure</td>
<td>0.446 (82.78%)</td>
<td>0.53 (117.21%)</td>
<td>0.587 (140.57%)</td>
</tr>
<tr>
<td>Recall</td>
<td>0.757 (-24.3%)</td>
<td>0.668 (-33.2%)</td>
<td>0.593 (-40.7%)</td>
</tr>
<tr>
<td>Precision</td>
<td>0.317 (128.05%)</td>
<td>0.44 (216.34%)</td>
<td>0.581 (317.98%)</td>
</tr>
</tbody>
</table>

| F-Measure at-10 | 0.456 (10.67%) | 0.507 (23.05%) | 0.551 (33.73%) | 0.388 (-5.82%) |
| Recall at-10    | 0.09 (+17.11%) | 0.061 (-27.85%) | 0.527 (-36.73%) | 0.767 (+9.92%) |
| Precision at-10 | 0.34 (24.2%)    | 0.439 (60.8%)  | 0.579 (111.2%) | 0.26 (1.76%)   |

Table IV
CE-RSR RESULTS III

<table>
<thead>
<tr>
<th>Hierarchical 5</th>
<th>Hierarchical 15</th>
<th>Hierarchical 25</th>
<th>Hierarchical 35</th>
<th>X-means</th>
<th>EM</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-Measure</td>
<td>0.287 (17.62%)</td>
<td>0.248 (16.63%)</td>
<td>0.197 (-19.26%)</td>
<td>0.11 (-54.91%)</td>
<td>0.492 (101.63%)</td>
</tr>
<tr>
<td>Recall</td>
<td>0.967 (-3.3%)</td>
<td>0.483 (-11.7%)</td>
<td>0.75 (-25%)</td>
<td>0.617 (-38.3%)</td>
<td>0.739 (-26.1%)</td>
</tr>
<tr>
<td>Precision</td>
<td>0.168 (20.86%)</td>
<td>0.144 (13.59%)</td>
<td>0.113 (-18.7%)</td>
<td>0.06 (-56.83%)</td>
<td>0.369 (165.46%)</td>
</tr>
</tbody>
</table>

| F-Measure at-10 | 0.821 (2.18%)  | 0.36 (-12.62%) | 0.29 (-29.61%)  | 0.231 (-43.93%) | 0.493 (19.66%) | 0.412 (10%)  |
| Recall at-10    | 0.844 (13.32%) | 0.17 (-13.92%) | 0.583 (-30.01%) | 0.394 (-28.09%) | 0.672 (-19.52%) | 0.833 (0%)   |
| Precision at-10 | 0.28 (2.56%)   | 0.24 (12.08%)  | 0.193 (-29.3%)  | 0.143 (-47.61%) | 0.389 (42.49%) | 0.273 (0%)   |
| Precision at-1  | 0.933 (0%)     | 0.8 (-14.25%)  | 0.6 (-35.69%)   | 0.533 (-42.87%) | 0.8 (-14.25%) | 0.933 (0%)   |

Figure 3. CE-RSR with K-means results
as a baseline the well-known Lucene framework, which has already been used as a REST service registry in a previous work [8]. Another contribution of this paper is a 293 WADL file data-set gathered from the Internet. This data-set can be used for evaluating future discovering approaches as well as REST service developing practices.

Currently, the main limitation of CE-RSR is that it indexes only WADL files, but there is no widely accepted standard for defining REST services [9], [8], [10], [15]. In future extensions, we plan to add the ability of indexing REST service described using other technologies and even simple Web pages, which is a very common practice [15]. Using Web pages for describing REST service introduces new problems that should be tackled. For instance, a Web page is likely to contain many more terms than a WADL file. This might negatively affect IR based registry performance when indexing both kind of documents. Furthermore, information in Web pages might be scattered in different pages, e.g.; pages connected through hyperlinks. Even more, the content of the Web page might be dynamically generated through a combination of both server side programs and client side scripts.

Another future work is adding to CE-RSR the ability for dynamically exchanging REST services in runtime. Additionally, this feature might be used for automatically or semi-automatically generating mash-ups of REST services. Web service mash-up is one of main features of SOAP based Web Services [22], and we think that similar approaches can be useful for REST services.

Finally, we think that the current trend of implementing REST services with no machine readable descriptions along with the fact that REST service provides disregard API quality [15] is harmful for service consumers. The lack of machine readable descriptions results in the impossibility of automatically generating stub code, which is common place in SOAP Web Services [23]. This, in turn, implies that human resources should spend significant time for implementing the glue code for each different REST service. For instance, Google have implemented Java and .Net libraries for consuming their REST services [8]. Additionally, changes in the REST API cannot be automatically detected and this might result in misbehavior of the service consumer system. Therefore, we will study how to generate these machine readable specifications in a semi-automatic manner from Web pages that describe REST services.
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