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Abstract. Nowadays, scientists and engineers are more and more faced to the
need of computational power to satisfy the ever-increasing resource intensive
nature of their experiments. Traditionally, to cope with this, users have relied
on conventional computing infrastructures such as clusters and Grids. A recent
computing paradigm that is gaining momentum is Cloud Computing, which
offers a simpler administration mechanism compared to those conventional
infrastructures. However, there is a lack of studies in the literature about the
viability of using Cloud Computing to execute scientific and engineering
applications from a performance standpoint. We present an empirical study on
the employment of Cloud infrastructures to run parameter sweep experiments
(PSEs), particularly studies of viscoplastic solids together with simulations by
using the CloudSim toolkit. In general, we obtained very good speedups, which
suggest that disciplinary users could benefit from Cloud Computing for
executing resource intensive PSEs.
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Introduction

Parameter Sweep Experiments, or PSEs for short, is a very popular way of conducting
simulation-based experiments among scientists and engineers through which the same
application code is run several times with different input parameters resulting in
different outputs [1]. Representative examples of such kind of experiments are
sensitivity studies of results in terms of defined parameter changes like is the case of
imperfections in the simulation of simple tension test, or the study of buckling of
imperfect columns.

From a purely software perspective, most PSEs are cluster friendly since
individual inputs of an experiment can be handled by independent jobs. Therefore,
using a software platform such as Condor [2], which is able to exploit the distributed
nature of a computer cluster, allows these jobs to be run in parallel. In this way, not

1 This work is an extension of paper “E. Pacini et al., Simulation on Cloud Computing Infrastructures of
Parametric Studies of Nonlinear Solids Problems” presented in ADNTIIC 2011



only PSEs execute faster, but also more computing intensive experiments can be
computed, and hence more complex simulations can be performed. The same idea has
been systematically applied to execute PSEs on Grid Computing [3], which are
basically infrastructures that connect clusters via wide-area connections to increase
computational power. To this end, software platforms designed to exploit Grids
provide the illusion of the existence of a large supercomputer, which in turn
virtualizes and combines the hardware capabilities of many much less powerful,
geographically-dispersed machines to run resource intensive applications [4].

On the downside, for users not proficient in distributed technologies, manually
configuring PSEs is tedious, time-consuming and error-prone. As a consequence,
users typically waste precious time that could be instead invested into analyzing
results. The availability of elaborated GUIs —specially for Grids— that help in
automating an experimentation process has in part mitigated this problem. However,
the highly complex nature of today’s experiments and thus their associated
computational cost greatly surpasses the time savings that can be delivered by this
automation. Consequently, performance and particularly job scheduling becomes
crucial. Broadly, job scheduling involves the recurrent problem of efficiently mapping
a number of parallel jobs to available computing nodes in a distributed environment.

A recent distributed computing paradigm that is rapidly gaining momentum is
Cloud Computing [4,5,6], which bases on the idea of providing an on demand
computing infrastructure to end users. Typically, users exploit Clouds by requesting
from them one or more machine images, which are virtual machines running a desired
operating system on top of several physical machines (e.g. a datacenter). Interaction
with a Cloud is performed by using Cloud services, which define the functional
capabilities of a Cloud, i.e. machine image management, access to software/data,
security, and so on. Among the benefits of Cloud Computing is precisely a simplified
configuration and deployment model compared to clusters and Grids, which is
extremely desirable for disciplinary users. However, even when Cloud infrastructures
intuitively have the capabilities to deliver good performance, very few detailed
studies about the speedups achieved for PSEs have been reported in the literature.

In this work, we will show the benefits of Cloud Computing for executing PSEs
through a case study. The application domain under study involves PSEs of
viscoplastic solids [7], which explore the sensitivity of viscoplastic solid behavior in
terms of changes of certain model parameters (viscosity parameter 1, sensitivity
coefficient, and so on). In this sense parametric studies previously discussed for
imperfections [8] are extended for material parameters case, which were computed on
Clouds by using the CloudSim simulation toolkit [9]. Overall, although they cannot
be generalized, results show that by executing our experiments in our simulated
Clouds, depending on the configured computational capabilities and the scheduling
policy being used, near-to-ideal speedups can be obtained.

The rest of the chapter is organized as follows. The next Section provides more
details on Cloud Computing and the motivation behind considering this distributed
computing paradigm for executing PSEs. The Section also explains CloudSim, the
simulation toolkit used during the experiments. Section 3 describes our case study,
which involves a parametric study of nonlinear solids problems. Later, Section 4



presents the results obtained from processing these problems on Cloud Computing.
Finally, Section 5 concludes the chapter and describes prospective future works.

Background

Running Parameter Sweep Experiments (PSE) [1,10] involves many independent
jobs, since the experiments are executed under multiple initial configurations (input
parameter values) several times, to locate a particular point in the parameter space
that satisfies certain criteria. In addition, different PSEs have different number of
parameters. PSEs provide scientific value to a high throughput computing process
along with relative ease. Interestingly, PSEs find their application in diverse scientific
areas like Bioinformatics [11], Earth Sciences [12], High-Energy Physics [13],
Molecular Science [14] and even Social Sciences [15].

When designing PSEs there are several issues to tackle. On one hand, it is
necessary to generate all possible combinations of input parameters, which is a time-
consuming task and should be automated. Besides, it is not straightforward to provide
a general solution, since each problem has a different number of parameters and each
of them has its own variation interval. Another issue, which is in part a consequence
of the first issue, relates to scheduling PSEs on distributed environments, which is a
complex activity. For this reason, it is necessary to develop efficient scheduling
strategies to appropriately allocate the workload and reduce the computation time.

In recent years Grid Computing [3] and Cloud Computing technologies [5,6] have
been increasingly used for running such applications. PSEs are well suited for these
environments since they are inherently parallel problems with no or little data transfer
between nodes during computations. Since many applications require a great need for
calculation, these applications have been initially addressed to dedicated High-
Throughput Computing (HTC) infrastructures such as clusters or pools of networked
machines, managed by some software such as Condor [2]. Then, with the advent of
Grid Computing [3] new opportunities were available to scientists, since Grids
offered the computational power required to perform large experiments. Grid
Computing introduced new facilities such as dynamic service discovery, the ability of
relying on a large number of resources belonging to different administrative domains,
and finding the best set of machines that meet an application’s requirements. The use
of Grid Computing in scientific applications [16] has been successful in many
international projects and has led to the establishment of world-wide infrastructures
available for computational science [17,18,19].

Despite the widespread use of Grid technologies in scientific computing, as
demonstrated by the large amount of projects served by Grid Computing, some issues
still make the access to this technology not easy for disciplinary or domain users. For
example, operationally some Computational Grids are bureaucratic, since research
groups have to submit a proposal describing the type of research they want to carry
out prior to executing their experiments. This approach leads to a competitive use of
scientific Grids, and minor research projects cannot get access to them.



Other usage-related issues involve technical hurdles. In most cases scientific Grids
feature a prepackaged environment in which applications will be executed. Then,
specific tools/APIs have to be used, and there could be limitations on the hosting
operating systems or the services offered by the runtime environment. On the other
hand, although Grid Computing favors dynamic resource discovery and provision of a
wide variety of runtime environments for applications, in practice, a limited set of
options are available for scientists, which are not in addition elastic enough to cover
their needs. A practical example, involves the use of specific software that could not
be available in the runtime environment were applications are executed. In general,
applications that run on scientific Grids are implemented as bag of job applications,
workflows, and MPI (Message Passing Interface) [20] parallel processes. Some
scientific experiments could not fit into these models and therefore have to be
redesigned to exploit a particular scientific Grid.

Cloud Computing: Overview

All in all, while the aforementioned bureaucratic issues can be a minor problem, the
technical ones could constitute a fundamental obstacle for next generation scientific
computing. Cloud Computing [5,6], the current emerging trend in delivering IT
services, has been recently proposed to address the aforementioned problems. By
means of virtualization technologies, Cloud Computing offers to end users a variety
of services covering the entire computing stack, from the hardware to the application
level, by charging them on a pay per use basis. This makes the spectrum of options
available to scientists, and particularly PSEs users, wide enough to cover any specific
need from their research. Another important feature, from which scientists can
benefit, is the ability to scale up and down the computing infrastructure according to
the application requirements and the budget of users. By using Cloud-based
technologies scientists can have easy access to large distributed infrastructures and
are allowed to completely customize their execution environment, thus deploying the
most appropriate setup for their experiments. Moreover, by renting the infrastructure
on a pay per use basis, they can have immediate access to required resources without
any capacity planning and they are free to release resources when these latter are no
longer needed.

As suggested, central to Cloud computing is the concept of virtualization, i.e. the
capability of a software system of emulating various operating systems. By means of
this support, scientists can exploit Clouds by requesting from them machine images,
or virtual machines that emulate any operating system on top of several physical
machines, which in turn run a host operating system. Usually, Clouds are established
using the machines of a datacenter for executing user applications while they are idle.

Interaction with a Cloud environment is performed via Cloud services [5], which
define the functional capabilities of a Cloud, i.e. machine image management, access
to software/data, security, and so forth. Cloud services are commonly exposed to the
outer world via Web Services [21], i.e. software components that can be remotely
invoked by any application. By using these services, a user application can allocate
machine images, upload input data, execute, and download output (result) data for



further analysis. Finally, to offer on demand, shared access to their underlying
physical resources, Clouds dynamically allocate and deallocate machines images.
Besides, and also important, Clouds can coallocate N machines images on M physical
machines, with N > M, thus concurrent user-wide resource sharing is ensured. These
relationships are depicted in Fig. 1.

User 1 User 2 User N

App

Windows 05 Macos  f=++fl unuxos

VM2l

wM12

M2z

M LM

MM

Virtual Machine Manager

Virtual Machine Manager

Virtual Machine Manager |

Linux 05

Windows 05

Solaris 0S5 |

Hardware

Hardware

Hardware

Physical Machine 1

Physical Machine 2

Physical Machine M

Fig. 1. Cloud Computing: High-level view

In summary, a Cloud gives users the illusion of a single, powerful computer in
which complex applications can be run. Besides, the software stack of the
infrastructure can be fully adapted and configured according to user’s needs. This
provides excellent opportunities for scientists and engineers to run applications that
demand by nature a huge amount of computational resources —i.e. CPU cycles,
memory and storage— and rely on specific software libraries.

With everything mentioned so far, we can say that from the perspective of domain
scientists, the complexity of traditional distributed and parallel computing
environments such as clusters and Grids should be hidden so that domain scientists
can focus on their main concern, which is performing their experiments. As a result,
the use of Cloud Computing infrastructures is a good choice for running scientific
applications. Precisely, for parametric studies such as the one presented in this work,
or scientific applications in general, the value of Cloud Computing as a tool to
execute complex applications has been already recognized within the scientific
community [22,23].

The CloudSim Toolkit: Simulation of Cloud Computing environments

CloudSim [9] is an extensible simulation toolkit that enables modeling, simulation
and experimentation of Cloud Computing infrastructures and application provisioning
environments. CloudSim supports both system and behavior modeling of Cloud
system components such as data centers, virtual machines (VMs) and resource
provisioning policies. A virtual machine (VM) is a software implementation of a



machine (i.e. a computer) that executes programs like a physical machine. By using
CloudSim, researchers and developers can focus on specific system design issues that
they want to investigate, without getting concerned about the low level details related
to Cloud-based infrastructures and services. This is desirable as intuitively putting a
real Cloud to work demands much administration effort.

CloudSim offers support for modeling and simulation of large scale Cloud
Computing infrastructures, including data centers on a single physical computing
node. Besides, CloudSim provides a self-contained platform for modeling data
centers, service brokers, scheduling, and allocations policies. In addition, CloudSim
lets users to easily switch between space-shared and time-shared allocation of both
processing elements (PEs) and jobs to virtualized services.

The core hardware infrastructure services related to Clouds are modeled by a
Datacenter component for handling service requests. A Datacenter is composed by a
set of hosts that are responsible for managing VMs during their life cycle. Host is a
component that represents a physical computing node in a Cloud, and as such is
assigned a pre-configured processing capability, memory, storage, and scheduling
policy for allocating processing elements (PEs) to VMs.

CloudSim supports scheduling policies at the host level and at the VM level. At the
host level it is possible to specify how much of the overall processing power of each
PE in a host will be assigned to each VM. At the VM level, the VMs assign a specific
amount of the available processing power to individual jobs units -called cloudlet by
CloudSim- that are hosted within its execution engine. At each level, CloudSim
implements the time-shared and space-shared allocation policies.

When employing the space-shared policy only one VM can be running at a given
instance of time, this policy takes into account how many processing cores will be
delegated to each VM, and how much of the processing core’s capacity will
effectively be attributed for a given VM. So, it is possible to assign specific CPU
cores to specific VMs. The same happens for provisioning cloudlets within a VM,
since each cloudlet demands only one PE. If there are other cloudlets ready to run at
the same time, they have to wait in the run queue. The estimated start time depends on
the position of the cloudlet in the execution queue, because the processing unit is used
exclusively by one cloudlet. With the space-shared policy CloudSim processes jobs in
first come first serve basis. This is the sequence in which cloudlets are sent to the
VMs by the broker. The broker models a high-level software component that controls
which cloudlet should be sent to which VM and in what sequence. Last but not least,
with the fime-shared policy, the processing power of hosts is concurrently shared by
the VMs. Therefore, multiple cloudlets can simultaneously multi-task within the same
VM. With this policy, there are no queuing delays associated with cloudlets.

Case Study: A PSE for nonlinear solids problems

In order to assess the effectiveness of Cloud Computing environments for executing
PSEs, we have processed a real experiment by using different Cloud infrastructures
simulated via CloudSim toolkit. The case study chosen is the problem proposed in



[24], in which a plane strain plate with a central circular hole is studied. The
dimensions of the plate are 18 x 10 m, R =5 m. Material constants considered are E =
2.1 10° Mpa; v = 0:3; o, = 240 Mpa; H = 0. A Perzyna viscoplastic model with m = 1
and n = o is considered. The large strain elasto/viscoplastic Finite Element code
SOGDE is used in this study. References to SOGDE can be seen in the works of
[25,26] and application problems simulated with the code can be found in [27]. A
detailed presentation of viscoplastic theory, numerical implementation and examples
can be found in the works [7,28].

We have previously studied parametric problems where a geometry parameter of
imperfection was chosen [8]. In this case a constitutive material coefficient is selected
as a parameter. In order to do that different viscosity values of n parameter are
considered: 1.10% 2.10% 3.10% 4.10% 5.10%, 7.10% 1.10°, 2.10°, 3.10°, 4.10° 5.10°,
7.10°, 1.10%, 2.10, 3.10°, 4.10°, 5.10°, 7.10°, 1.107, 2.107, 3.107, 4.107, 5.107, 7.107and
1.10° Mpas.

The two finite element meshes displayed in Fig. 2 were tested. The first one has
288 elements and the second mesh has 1,152 elements. In both cases Q1/P0O elements
are chosen. Imposed displacements (at y=18m) are applied until a final displacement
of 2000 mm is reached in 400 equals time steps of 0.05 mm each one. For all the time
steps At = 1 has been set. Large strain effects are considered in all experiments
simulated.
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Fig. 2. Finite element meshes using during our study

Experimental Results

This section presents the results obtained from our experimental study. The
experiments aim to demonstrate and evaluate the viability of using Cloud Computing
to perform parameter sweep experiments such as the one explained in the previous
section. As mentioned earlier, to carry out these experiments, we have used CloudSim
toolKkit.



The methodology followed to carry out the experiments was involved two steps.
First, in a single machine we run the PSE of the previous section by varying the
viscosity parameter 1 and measuring the execution time for 25 different experiments
(resulting in 25 input files with different input configurations) and two different
meshes (one of 288 elements and other comprising 1,152 elements). The PSE were
solved using the SOGDE solver. The characteristics of the machine on which the
experiments were carried out are shown in Table 1. The machine model is AMD
Athlon(tm) 64 X2 Dual Core Processor 3600+, equipped with the Linux operating
system (specifically an Ubuntu 11.04 distribution) running the generic kernel version
2.6.38-8.

The obtained real information (execution times, input/output file sizes) was then
used to feed CloudSim. The information regarding processing power was obtained
from the benchmarking support of Linux and as such is expressed in bogomips [29].
Bogomips (from bogus and MIPS), is a metric used by Linux operating systems that
indicates how fast a computer processor runs. Since the real tests were performed on a
machine running the Linux operating system, we have considered using the bogomips
measure which is as we mentioned the one used by this operating system to
approximate CPU power.

Table 1. Machine used to execute the PSE

Feature Characteristic

CPU power 4,008.64 bogoMIPS
Number of CPUs 2

RAM memory 2 Gbytes

Storage size 400 Gbytes
Bandwidth 100 Mbps

Furthermore, in a second step, we performed a number of simulations involving
executing the PSE on Cloud infrastructures by using CloudSim. The simulations have
been carried out by taking into account the bogomips metric. This is, once the
execution times have been obtained from the real machine, we calculated for each
experiment the number of executed instructions by the following formula:

NI; = bogomipsCPU* T; (1)

where,

® NI is the number of million instructions to be executed by or associated to a job i
®  bogomipsCPU is the processing power of our real machine measured in bogomips
e T:is the time that took to run a job i on the real machine

Here is an example of how to calculate the number of instructions of a job that
took 117 seconds to be executed. The machine where the experiment was executed
has a processing power of 4,008.64 bogomips. Then, the resulting number of
instructions for this experiment was 469,011 MI (Million Instructions). CloudSim was



configured as a data center composed of a single machine —or “host” in CloudSim
terminology— with the same characteristics as the real machine where the experiments
were performed. The characteristics of the configured host are shown in Table 2.

Processing power is expressed in MIPS (Million Instructions Per Second), RAM
memory and Storage capacity are in MBytes, bandwidth in Mbps, and finally, PE is
the number of processing elements (CPUs/cores) of a host. Each PE had the same
processing power.

Table 2. Host characteristics

Host Parameters Value

Processing Power 4,008

RAM 4,096
Storage 409,600
Bandwidth 100

PE 2

Once configured, we checked that the execution times obtained by the simulation
coincided or were close to real times for each independent job performed on the real
machine. The results were successful in the sense that one experiment (i.e. a variation
in the value of 1) took 117 seconds to be solved in the real machine, while in the
simulated machine the elapsed time was 117.02 seconds. Once the execution times
have been validated for a single machine on CloudSim, a new simulation scenario
was set, which consisted of one datacenter with 10 hosts, each with the same
hardware capabilities as the real single machine, and 40 VMs, each with the
characteristics specified in Table 3. A summary of this simulation scenario is shown
in Table 4.

Table 3. Virtual Machine characteristics

VM Parameters Value
MIPS 4,008
RAM 1,024
Image Size 102,400
Bandwidth 25

PE 1

Vmm Xen




Table 4. CloudSim simulator configuration used in the experiments

Parameter Value
Number of Hosts 10
Number of VMs 40

Number of Cloudlets from 25 to 250

With this new scenario, we performed several experiments to evaluate the
performance of our PSE in a simulated Cloud Computing environment as we increase
the number of jobs to be performed, i.e. 25 * i jobs with i = 1, 2, ..., 10. This is, a
base subset comprising 25 jobs was obtained by varying the value of n, while the
extra jobs were obtained not by further varying this value but cloning the base subset.
The reason of this was to stress the various experimental Cloud scenarios.

Each job, called cloudlet by CloudSim, had the characteristics shown in Table 5,
where Length parameter is the number of instructions to be executed by a cloudlet in
MI (Million Instructions), which varied between 52,112 and 104,225 MI for the mesh
of 288 elements and between 244,127 and 469,011 for the mesh of 1,152 elements.
Moreover, PE is the number of processing elements required to perform a job (CPUs).
FileSize and OutputSize are the input file size and output file size in bytes,
respectively. As it is shown in Table 5 the experiments corresponding to the mesh of
288 elements had input files of 40,038 bytes, and the experiments corresponding to
the mesh of 1,152 elements of 93,082 bytes. A similar distinction applies to the sizes
of output files.

Table 5. Cloudlet configuration used in the experiments

Cloudlet parameters Value
Length Between 52,112 and 104,225 (mesh of 288 elements)
Between 244,127 and 469,011 (mesh of 1,152 elements)
PEs 1
FileSize 40,038 bytes (mesh of 288 elements)
93,082 bytes (mesh of 1,152 elements)
OutputSize 722,432 bytes (mesh of 288 elements)

2,202,010 bytes (mesh of 1,152 elements)

To perform the simulation we have considered, on one hand, that PSE cloudlets
have similar processing times. The processing times are similar because both input
and output files have the same size. Here, a job corresponds to execute an instance of
the parametric study of viscoplastic solid. On the other hand, the goal is to assign jobs
to Cloud hosts so that the total completion time, also known as makespan, is
minimized. Finally, the order in which cloudlets are processed on a particular host is
not relevant, since we assume they are completely independent, or in other words,
cloudlets do not cooperate to perform the same computation and do not share data.



In CloudSim, the amount of available hardware resources to each VM is
constrained by the total processing power and system bandwidth available within the
associated host. Therefore, scheduling policies must be applied in order to assign the
VMs to the host and get a maximum use of resources. On the other hand, cloudlets
must also be scheduled with some scheduling policy for a maximum resource
performance and minimize execution times.

In the next subsections we report on the obtained results when executing the 25
experiments of our PSE by combining the scheduling policies described in subsection
2.2. In addition, we have considered two different scenarios to evaluate the
performance of our experiments and consequently we have used two types of
environments, i.e. homogeneous and heterogeneous, which are explained below.

Homogeneous resources experiments

In this subsection we analyze how each scheduling policy responds when Cloud hosts
and VMs follow the specifications described in Table 2 and 3.

1.1.1 Space-shared provisioning for VMs and jobs

The provisioning scenario where the space-shared policy is applied for both VMs and
jobs (cloudlets) can be seen in Fig. 3. Here, the makespan of the whole cloudlets is
shown.

The makespan has shown a linear growth with respect to the increasing number of
cloudlets. After the creation of VMs, cloudlets were incrementally sent to VMs in
groups of 25 to measure the makespan as we increase the workload on the VMs. The
makespan rose from 38.21 seconds to 263.54 seconds when the number of cloudlets
increased from 25 to 250 and using the mesh of 288 elements (curve in red). The
makespan rose from 160.25 seconds to 1,000.86 seconds when the mesh used has
1,152 elements (curve in blue).
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Fig. 3. Space-shared provisioning for VMs and jobs: Results

As each VM requires one PE for processing (see Table 3), with the space-shared
policy only two VMs can actually run in a host at a given instant of time, because
each host has two PEs as it is shown in Table 2. Therefore, given a scenario
consisting of a total of 10 hosts and 40 VMs, at a given instant of time may be
assigned 20 VMs to the hosts, i.e. one VM by each PE using space-shared policy, and
the rest of the VMs can be assigned once the former set complete their execution.

As the number of PSEs and hence cloudlets in regard to the available amount of
resources increases, the estimated start time of each cloudlet depends on the position
of the cloudlet in the execution queue, since each PE is used exclusively by one
cloudlet under the space-shared policy. Remaining cloudlets are queued when there
are not free processing elements that can be used for execution.

The progress of execution times corresponding to the mesh of 288 elements when
we sent to execute a group of 150 cloudlets, i.e. a group of 150 parameter sweep
experiments as described in the previous section can be seen in Fig. 4 (curve in red).
Since, under this policy, each cloudlet had its own dedicated processing element, the
queue size (cloudlets waiting to be run) did not affect execution time of individual
cloudlets. As can be seen in the curve, the execution times were increasing linearly
approximately every 20 jobs. This is because as mentioned above, only 20 VMs were
created with the space-shared policy, so the cloudlets are sent to the VMs to run in
groups of 20 until they finish their execution. When the first submitted group of
cloudlets finishes their execution, 20 more are sent, and so on until all cloudlets are
executed.
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Fig. 4. Space-shared provisioning for VMs, space-shared and time-shared provisioning for jobs
(mesh of 288 elements): Results

1.1.2 Space-shared provisioning for VMs and time-shared provisioning for jobs

This scenario is shown in Fig. 5. Here, a space-shared policy is applied for allocating
VMs to hosts and time-shared policy for allocating job units to processing core within
a VM. When time-shared policy is used by VMs, during a VM lifetime all the
cloudlets assigned to it are dynamically context switched during their lifecycle.

The number of cloudlets to be performed again ranged from 25 to 250. The
makespan for the mesh of 288 elements (curve in red) was 38.21 seconds and 263.54
seconds when the number of cloudlets was equal to 25 and 250, respectively. The
makespan for the mesh of 1,152 elements was 160.25 seconds and 1,000.86 seconds
when the number of cloudlets increased from 25 to 250.

When employing the space-shared policy to allocate the VMs to hosts, only two
VMs can be run simultaneously (one VM per PE). Thus, only 20 VMs were assigned
to the 10 hosts. The same case was explained in the previous subsection where the
same policy was used to assign the VMs to host. In this scenario, when we used time-
shared policy to assign the cloudlets to VMs, the execution time of each cloudlet
varied as the number of submitted cloudlets to run increased. By using this
combination of policies, execution time was significantly and negatively affected
because the processing elements were concurrently context switched among the list of
scheduled jobs.
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Fig. 5. Space-shared provisioning for VMs and time-shared provisioning for jobs: Results

The progress of execution times corresponding to the mesh of 288 elements when
we sent to execute a group of 150 cloudlets can be seen in Fig. 4 (curve in blue). The
first group of 20 cloudlets was able to complete earlier than the other ones because in
this case the hosts were not overloaded at the beginning of execution. The other



cloudlets took more time to completion because were exchanged among the
remaining processing elements to finish their execution. In the end, as more cloudlets
reached completion, comparatively more hosts became available for allocation.

1.1.3 Time-shared provisioning for VMs and space-shared provisioning for jobs

The provisioning scenario where the time-shared policy is applied for allocating VMs
to hosts and space-shared policy is applied for allocating jobs (cloudlets) can be seen
in Fig. 6.

The number of cloudlets to be performed was again in the range of 25-250. In this
scenario, the makespan for the mesh of 288 elements (curve in red) was 62.51
seconds and 339.17 seconds when the number of cloudlets was equal to 25 and 250,
respectively. When we carried out the experiments with the mesh of 1,152 elements
(curve in blue), the makespan was 280.94 seconds and 1,328.13 seconds when the
number of cloudlets was equal to 25 and 250.

In this scenario, each VM receives a time slice on each processing element, and
then distributes the slices among cloudlets on a space-shared policy. As the PEs are
shared, the amount of processing power available to an individual VM is not constant.
Given that, cloudlets are assigned based on a space-shared policy, which means that
at any given instance of time only one cloudlet can be actively using a processing
element.
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Fig. 6. Time-shared provisioning for VMs and space-shared provisioning for jobs: Results

The progress (curve in red) of execution times when we sent to execute a group of
150 cloudlets, or a group of 150 parameter sweep experiments as described in section
3 can be seen in Fig. 7. Since using the time-shared policy in the hosts the processing
power available is concurrently shared by VMs, here 40 VMs have been created in
the 10 available hosts. As can be seen in the curve, the execution times were
increasing gradually over the first 50 cloudlets. The 100 remaining jobs took



considerably longer than the 50 first jobs. This latter effect occurs because the VMs
available for processing within hosts begun to be switched between their PEs, which
consumes time.
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Fig. 7. Time-shared provisioning for VMs, space-shared and time-shared provisioning
for jobs (mesh of 288 elements): Results

1.1.4 Time-shared provisioning for VMs and jobs

In this scenario a time-shared allocation is applied for both VMs and job units. Fig. 8
shows the makespan from this scenario as the number of cloudlets increases from 25
to 250. When the time-shared policy is used, the processing power within a host is
concurrently shared by its associated VMs and the PEs of each VM are
simultaneously divided among its cloudlets. As a consequence, in this scenario, there
are no queuing delays associated with job units. CloudSim assumes that all the
computing power of PEs is available for VMs and cloudlets, and it is divided equally
among them.

In this scenario, the makespan for the mesh of 288 elements was 62.51, 91.42,
108.22, 139.53, 199.64, 202.05, 247.76, 247.75, 307.89 and 339.17 seconds when the
number of cloudlets was increased from 25 to 250 by groups of 25 cloudlets (see
Fig.8, curve in red). On the other hand, the makespan for the mesh of 1,152 elements
(curve in blue) was 280.94, 384.3, 449.11, 557.2, 780.55, 821.43, 922.3, 946.3,
1,198.52 and 1,328.13 seconds.
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Fig. 8. Time-shared provisioning for VMs and jobs: Results

The progress (curve in blue) of execution times when we sent to execute a group
of 150 cloudlets is illustrated in Fig. 7. As the reader can see, the execution times are
consistent with that of the scenario of the previous subsection. Since there is a greater
number of VMs actually running at any time, it was not necessary to interchange the
jobs between the VMs. Whenever a cloudlet is ready to be executed, there is a
machine available to use.

Heterogeneous resources experiments

In this subsection we analyze how each scheduling policy responds when using a
Cloud with heterogeneous hosts. To analyze the performance of the scheduling
algorithms, one characteristic that is of importance in real world scenarios is how the
algorithms perform in the presence of resource heterogeneity. In this analysis, we
have considered hosts with a random number of PEs between 1 and 6, while the other
specifications are the same shown in Tables 2 and 3. Until now, each VM had only
one PE. Next, we discuss the same scenarios of the previous section, and perform a
comparison of job assignment with respect to homogeneous and heterogeneous
infrastructures.

1.1.5 Space-shared provisioning for VMs and jobs

The provisioning scenario where the space-shared policy is applied for both VMs and
cloudlets can be seen in Fig. 9. After the creation of VMs with a random number of
PEs, cloudlets were incrementally sent to VMs in groups of 25 to measure the
makespan as the workload on the VMs increased. The number of cloudlets to be
performed ranges from 25 to 250 as in the previous subsection. The allocations of
cloudlets to heterogeneous resources are illustrated in Fig. 9a and Fig. 9b by the curve



in blue. The red curve shows the same scenario that was discussed in subsection 4.1.1
for the case of homogeneous resources.
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Fig. 9. Space-shared provisioning for VMs and jobs using resource heterogeneity: Results

Due to the fact that in this scenario the entire Cloud had more number of PEs
available to run the experiments (between 1 and 6 per resource), runtimes were
reduced significantly with respect to the homogeneous scenario. The makespan of the
first group of 25 cloudlets -corresponding to the mesh of 288 elements- was very
close to the makespan of the homogeneous scenario (see Fig. 9a). This makespan was
38.21 seconds for the homogeneous scenario and 26.1 seconds when using
heterogeneous resources. Here, makespan is close because in the worst case
(homogeneous scenario) the number of PEs available to execute the cloudlets is
nearby to the number of executed cloudlets (20 VMs to execute 25 cloudlets). Then,
each cloudlet is executed in one PEs until the former finishes. For the following
groups of cloudlets —between 50 and 250- the makespan was always lower when
using heterogeneous resources. When we sent 250 cloudlets the makespan was 159.89
seconds.

The same heterogeneous scenario when we using the mesh of 1,152 elements is
illustrated in Fig. 9b (curve in blue). Here the makespan was 117.12, 150.24, 231.38,
235.43, 288.54, 380.74, 454.94, 499, 563.07, and 604.22 seconds when the number of
cloudlets was increased from 25 to 250 by groups of 25 cloudlets.

1.1.6 Space-shared provisioning for VMs and time-shared provisioning for jobs

This subsection presents an heterogeneous scenario where the space-shared policy is
applied for allocating VMs to hosts and the time-shared policy is used for allocating
jobs to processing elements within a VM. Fig. 10 illustrates the makespan when the
number of cloudlets is increased from 25 to 250 and compares the results with the
homogeneous scenario. Here, the blue curve represents the makespan of cloudlets
when heterogeneous resources are used.

The curve in red illustrates the makespan for homogeneous resources. When we
compared the makespan, we obtained that the execution times for each group of



cloudlets submitted to run was greatly improved when relying on heterogeneity. This
improvement was because there was more PEs available to execute each group of
jobs.
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Fig. 10. Space-shared provisioning for VMs and time-shared provisioning for jobs using
resource heterogeneity: Results

In this heterogeneous scenario, for the mesh of 288 elements (see Fig. 10a) the
makespan was 26.1 seconds and 146.82 seconds when the number of cloudlets was
equal to 25 and 250, respectively. The experiments corresponding to the mesh of
1,152 elements is illustrated in Fig. 10b. The makespan was 117.12, 157.21, 231.38,
324.52, 342.74, 381.91, 414.94, 451.04, 551.88 and 606.57 seconds when the number
of cloudlets was increased from 25 to 250 by groups of 25 cloudlets.

1.1.7 Time-shared provisioning for VMs and space-shared provisioning for jobs

An heterogeneous experimental scenario where the time-shared policy is applied for
allocating VMs to hosts and the space-shared policy is used for allocating jobs
(cloudlets) to PEs within a VM can be seen in Fig. 11.

The number of cloudlets to be computed was again in the range 25-250. The
makespan for the case of heterogeneous resources is illustrated in blue and the
makespan when we used homogeneous resources was colored in red.
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Fig. 11. Time-shared provisioning for VMs and space-shared provisioning for jobs using
resource heterogeneity: Results

As it is shown in the Fig. 11a and Fig. 11b, both curves show similar behavior.
This is because we used the same allocation policies. The way the schedulers decided
to assign the VMs to hosts and the cloudlets to VMs took into account the same
considerations. This means that each VM receives a time slice on each processing
element in the host, and then distributes the slices among cloudlets on a space-shared
policy. The makespan for the mesh of 288 elements was 31.35 seconds and 154.15
seconds when the number of cloudlets was equal to 25 and 250. When we carried out
the experiments with the mesh of 1,152 elements, the makespan was 146.37 seconds
and 599.05 seconds when the number of cloudlets was equal to 25 and 250.

1.1.8 Time-shared provisioning for VMs and jobs

In this subsection we present the results for a heterogeneous scenario where the time-
shared policy is applied. The progress (curve in blue) of execution times as the
number of cloudlets increase from 25 to 250 is illustrated in Fig 12.

In this heterogeneous scenario, the makespan was 146.37 seconds and 677.64
seconds when the number of cloudlets was equal to 25 and 250, respectively. In the
figure, we have performed the comparison with the scenario composed of
homogeneous resources (curve in red). Overall, we obtained that, with this
heterogeneous scenario, the makespan for the entire set of cloudlets was significantly
reduced.

In this heterogeneous scenario, the makespan for the mesh of 288 elements
illustrated in Fig. 12a was 43.88, 45.17, 49.05, 81.22, 90.6, 91.55, 119.93, 121.07,
162.94 and 174.3 seconds when the number of cloudlets was increased from 25 to 250
by groups of 25 cloudlets. In the figure, we have performed the comparison with the
scenario composed of homogeneous VM (curve in red). Overall, we obtained that,
with this heterogeneous scenario, the makespan for the entire set of cloudlets was
significantly reduced. The same scenario when using the mesh of 1,152 elements is
presented in Fig. 12b. Here, the makespan was 146.37 seconds and 677.64 seconds
when the number of cloudlets was equal to 25 and 250, respectively.
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Fig. 12. Time-shared provisioning for VMs and jobs using resource heterogeneity: Results

For the sake of summarization, Table 6 shows a comparison of the different
obtained makespans for each group of jobs (from 25 to 250) when the number of
processing elements within hosts varies as described previously. For space reasons,
we have summarized the experiments corresponding to the mesh of 1,152 elements
only.

Summary and discussion

In the previous sections we have reported the results obtained from executing our PSE
on a simulated Cloud under two different scenarios and also taking into account
whether the resources are homogeneous or heterogeneous. According to the
experimental results the makespan of cloudlets depends on the policy used to assign
the VMs to hosts. When the space-shared policy is used, the scheduler assigns as
many VMs as PEs have available on the hosts (20 VMs in the proposed scenario).
Instead, when time-shared policy is used, the PEs share their time slots among all
VMs to be created (40 VMs).

On the other hand, the cloudlets are sent to be executed something similar
happens. When using the space-shared policy each cloudlet is assigned to a VM until
it completes its execution. With the time-sharing policy processing power must be
shared among several cloudlets, generating a lot of exchanges for completing their
execution, which makes each cloudlet to take longer to finish.

The better performance obtained by the space-shared policy is mainly because
each VM can allocate and get all the processing power that needs to execute assigned
cloudlets from the host where the VM executes. Instead, with the time-shared policy,
each VM receives a time slice on each processing element, and then distributes the
slices among the PSEs to be executed. Due to the fact that the VMs have less
processing power (time slices) the experiments took longer to complete. As a result,
the space-shared policy was more appropriate to this type of PSEs.



Table 6. Summary of the makespan for the mesh of 1,152 elements (SS=Space-shared, TS=Time-shared)

Homogeneous Heterogeneous
Cloudlets SS(VMs), SS(VMs), TS(VMs), TS(VMs), SS(VMs), SS(VMs), TS(VMs), TS(VMs),
SS(cloudlets)  TS(cloudlets)  SS(cloudlets)  TS(cloudlets)  SS(cloudlets)  TS(cloudlets)  SS(cloudlets)  TS(cloudlets)
25 160.25 sec. 160.25 sec. 280.94 sec. 280.94 sec. 117.12 sec. 117.12 sec. 146.37 sec. 146.37 sec.
50 232.36 sec. 232.36 sec. 384.30 sec. 384.30 sec. 150.24 sec. 157.21 sec. 168.24 sec. 160.01 sec.
75 342.26 sec. 342.26 sec. 449.11 sec. 449.11 sec. 231.38 sec. 231.38 sec. 198.92 sec. 210.52 sec.
100 414.27 sec. 414.27 sec. 557.20 sec. 557.20 sec. 235.43 sec. 324.52 sec. 230.85 sec. 229.86 sec.
125 553.39 sec. 553.39 sec. 780.55 sec. 780.55 sec. 288.54 sec. 342.74 sec. 355.53 sec. 267.00 sec.
150 625.41 sec. 625.41 sec. 821.43 sec. 821.43 sec. 380.74 sec. 381.91 sec. 468.62 sec. 340.74 sec.
175 727.95 sec. 727.95 sec. 922.30 sec. 922.30 sec. 454.94 sec. 414.94 sec. 480.27 sec. 385.60 sec.
200 794.04 sec. 794.04 sec. 946.30 sec. 946.30 sec. 499.00 sec. 451.04 sec. 547.26 sec. 416.02 sec.

225 954.40 sec. 954.40 sec. 1,198.52 sec. 1,198.52 sec. 563.07 sec. 551.88 sec. 569.09 sec. 541.54 sec.



250 1,000.86 sec. 1,000.86 sec. 1,328.13 sec. 1,328.13 sec. 604.22 sec. 606.57 sec. 599.05 sec. 677.64 sec.




Subsequently, we performed the analysis of the same scenarios, but this time in a
heterogeneous environment. The behavior of the different combinations of scheduling
techniques was exactly the same as the case of homogeneous resources. Although the
scheduling criteria to assign VMs to hosts and cloudlets to VMs were the same, the
makespan was significantly reduced for all scenarios. This improvement in the
makespan was because in the heterogeneous environment were available as many PEs
as needed to run experiments.

A summary of the four scenarios presented above for the homogeneous
environment and for the meshes of 288 and 1,152 elements are illustrated in Fig. 13a
and 13b. As the reader can see, the makespan coincide whenever the scheduling
policy used to allocate the VM is the same (blue and orange curves for space-shared
policies, red and green curves for time-shared policies).
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Fig. 13. Space-shared and time-shared policies for VMs and cloudlets: Results

Finally, we performed a speedup analysis to measure the performance of each
technique (space-shared and time-shared) to execute the PSEs on the Cloud with
respect to the sequential execution on a single machine. The speedup for the mesh of
288 elements is shown in Fig. 14, and the speedup for the mesh of 1,152 elements in
Fig. 15.

The speedup is calculated as:

S,=T,/T, )

were,

e pis the number of processing elements

e T,is the completion time of the sequential execution in a single machine.

¢ T, is the completion time of the parallel execution with p processing elements
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Fig. 14. Speedup achieved by space-shared and time-shared policies (mesh of 288 elements):

Results
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Fig. 15. Speedup respect to space-shared and time-shared policies (mesh of 1,152 elements):
Results

We conclude that a scenario in which the space-sharing policy is used for the VMs
allocation to hosts enables a better speedup than the time-sharing policy in both
scenarios (homogeneous and heterogeneous). While for the experiments we have
conducted in this work a space-share policy for the allocation of VMs to hosts yields
better results, due to the fact that the employed cloudlets are sequential —i.e. they have
no inner parallelism to exploit—, a time-share policy to assign the VMs to hosts would
be more appropriate for other types of applications (not batch or sequential) and also
could be good to improve not only the makespan but also the perceptible response
time to the user, since incoming jobs could be periodically scheduled and then
executed in small groups, thus giving sign of progress.



Conclusions

Cloud Computing is a new paradigm that provides the means for building the next
generation distributed and parallel computing infrastructures. Although the use of
Clouds finds its roots in IT environments, the idea is gradually entering scientific and
academic ones. Even when the positive effects of Cloud Computing regarding
simplified administration is a well-known fact, little research has been done with
respect to evaluating the benefits of the paradigm for scheduling and executing
resource intensive scientific applications. In this sense, through a real case study and
simulations, we have reported on the speedups obtained when running parameter
sweep experiments on Clouds. Results are quite encouraging and actually support the
idea of using Clouds in the academia

At present, we are extending this work in several directions. First, we are
conducting studies with other kind of PSEs, such as tension tests in metals [27], to
further support our claims. Second, one of the key points to achieve good
performance when using Clouds concerns job scheduling. In particular, there is an
important amount of work in this respect in the area of Cloud Computing and
distributed systems in general that aim at building schedulers by borrowing notions
from Swarm Intelligence (SI), a branch of Artificial Intelligence that comprise models
that resemble the collective behavior of decentralized, self-organized systems like
ants, bees or birds. Moreover, a recent survey of our own [30] shows that there is little
work regarding Sl-based schedulers for Cloud Computing. Therefore, we aim at
designing a new SI-based scheduler that is capable of efficiently run PSEs. We are
also planning to embed the resulting scheduler into CloudSim in order to provide
empirical evidence of its effectiveness. Eventually, we could implement the scheduler
on top of a real (not simulated) Cloud middleware or support, such as Eucalyptus
(http://www.eucalyptus.com).
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